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ABSTRACT
In this work, we investigate the effect of the hydrodynamic wall–fluid friction in electro-osmotic flows. First, we present the solution to the
electro-hydrodynamic equation for the electro-osmotic velocity profile, which is derived for an ionic system composed of cations immersed
in uncharged solvent particles. The system (solution and walls) is kept electrically neutral using negatively charged walls and will here be
referred to as a “counterion-only” system. The theory predicts the existence of a counterion concentration that results in maximum electro-
osmotic flow rate, but only if the wall–fluid friction, or equivalently the slip length, is correlated with the system electrostatic screening length.
Through equilibrium molecular dynamics simulations, we precisely determine the hydrodynamic slip from the wall–fluid friction, and then,
this is used as input to the theoretical predictions. Comparison between the theory and independent non-equilibrium molecular dynamics
simulation data confirms the existence of the maximum. In addition, we find that standard hydrodynamic theory quantitatively agrees with
the simulation results for charged nanoscale systems for sufficiently small charge densities and ion charges, if the correct slip boundaries are
applied.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0231610

I. INTRODUCTION

Efficient fluid transport forms a critical component in the
design of any micro or nanoscale fluidic system and has direct impli-
cations in a wide array of fields, such as drug delivery, water desali-
nation, pumping, and energy storage.1–5 In contrast to macroscale
systems, conventional pressure-driven flow at the nanoscale is often
impossible to achieve for practical applications due to the extremely
high pressure gradient required to generate a net fluid flow inside
the nanochannel.6 Hence, viable alternatives to pressure-driven flow
have to be considered to transport fluid for nanoscale systems.
Among various methods, electro-osmotic flow (EOF) has shown
great promise in being an energy-efficient way to transport the fluid
through nanoconfined systems,7 and thus understanding electro-
osmotic flow behavior at the nanoscale can help in the efficient
design of miniature devices.

Modeling electro-osmotic flows through nanochannels is
often mathematically challenging because the classical assumptions

usually employed in continuum theories may not capture the
fluid behavior close to the walls. For example, the classical
Poisson–Boltzmann (PB) equation cannot predict the ionic layer-
ing observed in the wall–fluid interfacial region, which can become
highly influential when the channel size measures only a few
nanometers.8 Another approximation that also requires serious con-
sideration when studying nanoscale EOFs is the reliability of the
no-slip boundary condition at the walls. Experimental and simula-
tion studies have shown that the no-slip boundary condition usually
employed in macroscale flows becomes insufficient to describe the
hydrodynamics in nanochannels.6,9–11 Hence, at the nanoscale, it
becomes essential to incorporate the fluid–solid interfacial slip in the
theoretical prediction of the electro-osmotic velocity profile.

Previous studies have addressed the inadequacies in the predic-
tion of EOF in nanochannels by introducing modifications to the
classical PB equation and coupling with the hydrodynamics.8,12,13

Even though appreciable progress has been made in modeling
the electrostatics part in nanoconfined charged systems, precise
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and independent calculation of the hydrodynamic slip at the
fluid–solid interface of a charged system still remains. Most stud-
ies on nanoscale EOF have quantified the hydrodynamic slip using
the parameter known as slip length.12,14–19 This is often calculated
from the velocity profile generated from nonequilibrium molecular
dynamics (NEMD) simulations. Even though NEMD simulations
can provide an estimate for the effective slip for simple systems,
this method of slip estimation does have some serious limitations.
First, the slip length calculated from NEMD simulations should be
independent of the applied external driving field to mimic typical
experimental conditions. This requires performing several simula-
tions at different and sufficiently low field strengths to determine
the field-independent slip length, which can be a computationally
intensive procedure.20 Second, for high slip systems, it has been
shown that small uncertainties in the velocity profile can lead to large
changes in the slip length,21 making the calculation of a precise value
for hydrodynamic slip in this way highly questionable.

Here, the EOF is investigated for an ionic solution with only
a single type of dissolved ion confined between walls that have an
opposite charge to the ion. Such a system is often referred to as a
“counterion-only” system due to the absence of co-ions.22 The sys-
tem corresponds to a salt-free solution with charged walls and can
be used to model realistic situations, such as water flow through lipid
bilayers, clay sheets, or along surfaces with ionizable sites, and also
in the case of lamellar liquid crystals.22,23 The hydrodynamic slip
is quantified using the interfacial friction coefficient (also known
as the Navier friction coefficient), which, to overcome the prob-
lems with NEMD estimates mentioned above, is computed from the
equilibrium molecular dynamics simulations using the methodology
proposed in the works of Hansen et al.24 and Varghese et al.25 To
understand the effect of coupling between electrostatics and hydro-
dynamic slip, we derive an approximate analytical solution for the
volumetric flow rate of a counterion-only system. We find that
there exists an optimal counterion concentration that can result in
a maximum electro-osmotic flow rate in the case of non-wetting
nanochannels. This is confirmed by the NEMD simulations.

II. THEORY
We start our theoretical treatment from the Poisson–

Boltzmann (PB) equation for a counterion-only system. For a nano-
slit pore with confinement along the z axis, as shown in Fig. 1, the
one-dimensional form of the PB equation is given as26

d2ψ
dz2 = −

qρ0

ε
e−qψ/kBT , (1)

where z is the spatial coordinate, and we choose the coordinate sys-
tem such that z = 0 is the midpoint of the channel. Here, ψ is the
electric potential; ρ0 is the reference ion number density, where the
electric potential becomes zero; q is the charge of the ions; kB is
the Boltzmann constant; T is the system temperature; and ε = ε0εr ,
where ε0 and εr are the vacuum permittivity and relative permittiv-
ity, respectively. We will assume that the charge dependency of ε can
be ignored. It should be noted that the channel height, H, is the dis-
tance between the center of mass of the inner-most wall layers minus
the hydrodynamic stationary (stagnant) Stern layer if this is present.

FIG. 1. Molecular representation of the charged system used in this study. The
walls are placed in the x–y plane with a wall area equal to Lx × Ly . The channel
height, H, is defined as the available channel height for the mobile ions; this is
estimated from the density and velocity flow profiles.

An analytical solution exists for Eq. (1) and is given by22

ψ(z) =
kBT

q
ln (cos2

(z/λ)), (2)

where λ is the screening length parameter,

λ =

¿
Á
ÁÀ2εkBT

q2ρ0
. (3)

From the solution, Eq. (2), we can see that the reference electric
potential is ψ = 0 at z = 0, such that ρ0 corresponds to the counterion
concentration at the channel center, that is, ρ0 = ρ(0). Importantly,
enforcing continuity on the solution in Eq. (2), there exists a lower
bound 0 < cos2

(z/λ) implying that if we define the half-height
h = H/2, we have the constraint λ > 2h/π since −π/2 < z/λ < π/2
and −h ≤ z ≤ h. This means that Eq. (2) is only valid for suffi-
ciently large screening lengths; this is true in the Debye–Hückel limit
kBT ≫ q2ρ0.

Now, using Eq. (2) and the Boltzmann distribution for counte-
rions, ρ(z) = ρ0e−qψ(z)/kBT , we obtain the counterion concentration
profile in terms of the screening length and reference concentration,

ρ(z) =
ρ0

cos2
(z/λ)

. (4)

Applying the charge neutrality condition, we have the relation,

− 2Σwall = ∫

h

−h
qρ(z)dz, (5)

where Σwall is the surface charge density of one wall. Substituting
Eq. (4) in Eq. (5) we can get a relation between the screening length
and surface charge density of the wall as
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2kBT
qλ

tan (h/λ) = −
Σwall

ε
. (6)

Equation (6) can be further simplified using Eq. (3) to the form

λ tan (h/λ) = −
Σwall

qρ0
. (7)

Since we do not explicitly compute the permittivity, we apply Eq. (7)
to calculate λ using the Newton–Raphson algorithm,27 with ρ0 as an
input parameter from molecular dynamics simulations.

Once the ion concentration distribution is known, we can write
the Navier–Stokes equation for the EOF. For low Reynolds number
and in the steady-state, this is6,26

η0
d2ux

dz2 = −qρEx, (8)

where ux is the x-component of the velocity, η0 is the shear viscos-
ity, and Ex is the external electric field applied in the x-direction.
We assume that η0 is independent of the charge concentration.
Substitution of Eq. (4) in Eq. (8) leads to

d2ux

dz2 = −
qρ0 Ex

η0 cos2
(z/λ)

, (9)

and integrating yields

ux(z) =
qρ0λ2Ex

η0
ln (cos (z/λ)) Ex +D1z +D2, (10)

where D1 and D2 are constants of integration. We use the system
symmetry and slip boundary conditions, i.e.,

ux(−h) = ux(h) = us, (11)

where us is the slip velocity, and we arrive at the solution for the
velocity profile,

ux(z) =
qρ0λ2Ex

η0
ln [

cos (z/λ)
cos (h/λ)

] + us. (12)

We wish to express the slip velocity in terms of the slip-length, Ls.
From the continuity of the shear pressure (or stress) at the interface
between the mobile fluid and stagnant surface, we have6

us =
η0

ξ0

dux(z)
dz

∣
z=±h
=

qρ0λEx tan (h/λ)
ξ0

, (13)

where ξ0 is the interfacial friction coefficient. It should be noted that
Eq. (13) is the Navier-slip boundary condition, which is simply a
Neumann boundary. By combining Eqs. (12) and (13), we can write
the EOF velocity in the final form

ux(z) =
qρ0λ2Ex

η0
(ln [

cos (z/λ)
cos (h/λ)

] +
Ls tan (h/λ)

λ
), (14)

where Ls = η0/ξ0 is the slip length. Equation (14) represents an
electro-hydrodynamic model for the velocity profile, where the

second term on the right-hand side describes the effect of the
hydrodynamic slip.

The flow can be quantified by the volumetric flow rate, Q,
through a cross section of the pore, [−h, h] × [−w, w], by

Q = ∫
w

−w
dy∫

h

−h
ux(z) dz = 2w∫

h

−h
ux(z) dz. (15)

To our knowledge, the integral does not have a known solution
of elementary functions, and therefore, we Taylor expand around
the channel center, z = 0, approximating ln∣cos(z/λ)∣ ≈ −z2

/(2λ2
).

Equation (15) is then

Q ≈ −
2qρ0λ2Ex

η0
[

h3

3λ2 + 2h ln (cos (h/λ)) −
2Lsh
λ

tan (h/λ)]. (16)

First, we consider the flow rate in the special case of no-slip,
Ls = 0. We then investigate the flow rate dependency of the screening
length, Q = Q(λ). Since we have the relation,

−
d

dλ
(

h3

3λ2 + 2h ln (cos (h/λ))) =
2
3
(

h
λ
)

3

− 2(
h
λ
)

2

tan (h/λ) < 0

(17)

for 2h/π < λ <∞, we see that the flow rate decreases monotonically
with screening length, thus, the maximum flow rate is obtained in
the limit λ→ 2h/π for zero slip.

Now, consider the case where the slip length is non-zero. One
must expect that the slip length depends on the detailed ion layering
in the wall–fluid interface region. This, in turn, depends on the ion
concentration or equivalently the screening length, and therefore, we
have a correlation between the slip length and the screening length,
Ls = Ls(λ). By differentiation of Eq. (16), we then get the implicit
equation for the possible maximum flow rate at λ = λmax,

FIG. 2. Volumetric flow rate, Q, as a function of screening length, λ, using the
correlation function Ls = αλ − β. In arbitrary units, we have applied variable values
h = 20, α = 6, β = 13α + 1 = 79, and 13 ≤ λ ≤ 100. The vertical line indicates
the value for λmax obtained from Eq. (18).
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2
3
(

h
λmax
)

3

−
2h
λmax
(

Ls + h
λmax

− L′s(λmax)) tan (h/λmax)

−
2h2Ls(λmax)

λ3
max

sec2
(h/λmax) = 0. (18)

The correlation function is unknown a priori. As a simple exam-
ple, which will later be confirmed by the simulation data, we here
choose the form Ls = αλ − β, where α > 0, λ > 2h/π (by the con-
straint discussed above), and β is chosen such that Ls ≥ 0, that is,
β ≤ αλ. Figure 2 shows the volumetric flow rate for this choice of
correlation function: the full line is the result obtained from direct
numerical integration of Eq. (14), and the dashed line is from the
approximation in Eq. (16). We see that Q indeed features a maxi-
mum at λmax ≈ 14.6 (in some arbitrary unit) as predicted by Eq. (18)
(vertical line); here, a standard minimization algorithm is used to
find the value for λmax.28

III. MOLECULAR DYNAMICS SIMULATIONS
Molecular dynamics simulations were performed using

the Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) package.29 All particles (both fluid and wall) in the
system were modeled as simple spherical particles that interact
pairwise via the Lennard-Jones (LJ) potential,

ϕ(r) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

4ε[(
σ
r
)

12
− C(

σ
r
)

6
] if r ≤ rc,

0 if r > rc,
(19)

where σ and ε are the LJ parameters defining the simulation char-
acteristic length and energy scales, respectively. In addition, r is the
interatomic distance between the atoms, and rc is the interaction cut-
off, which is kept at 2.5σ. C is the wetting coefficient that controls the
different wall–fluid wetting properties; we used a fluid–fluid wetting
coefficient of C = 1.2, and for the wall–fluid, we used C = 0.5. These
values of wetting coefficients were previously shown to model a non-
wetting interface.30 Notice that Eq. (19) can also be written in the
form of the standard LJ potential, such that the wetting is controlled
by the LJ parameters, σ and ε.31 All particles have the same mass,
m, and the mechanical properties can be expressed in terms of σ, ε,
and m. As it is common practice, we will from hereon, set the para-
meters to unity and omit these units and the units relating to the
electrostatics.

The short-range Coulombic interactions were calculated using
an interaction cutoff of rc = 2.5, and for the long-ranged inter-
actions, the Ewald algorithm is used with the particle–particle-
particle–mesh solver of LAMMPS29,32,33 with a relative root mean
square error in the per-atom force calculations below 1 × 10−4. To
accommodate the non-periodicity in the z-direction, we used the
corrected Ewald algorithm EW3DC,33 where the ratio of extended
volume to actual channel size is set as 3.0.

We studied systems with two different ion charges, q = +0.2
and q = +1.6, and with varying ion concentrations. All systems have
the same overall fluid density of 0.9. Tables I and II present the dif-
ferent system properties for q = +0.2 and q = +1.6, respectively; all
quantities are given in LJ units as mentioned above; however, it is
important to note that for a typical value for the length scale, say

TABLE I. Summary of the calculated system properties for ion charge q = +0.2. ρ0
is the ion density at z = 0; λ is the screening length; ξ0 the friction coefficient; and
Q the measured flow rate from the NEMD simulations. Except for Q, all properties
are calculated from EMD simulations. h = H/2 is estimated to be 9.7 for all systems.
Notice that for x = 0.61, the friction coefficient cannot be calculated, and therefore,
we do not estimate other system properties.

x ρ0 λ ξ0 Σwall Q (NEMD)

0.007 0.006 28.92 1.27± 0.03 −0.0125 0.4± 0.3
0.014 0.011 17.26 1.25± 0.03 −0.025 0.7± 0.2
0.049 0.036 12.72 1.30± 0.03 −0.0875 3.1± 0.3
0.11 0.064 9.55 1.35± 0.03 −0.2 6.2± 0.2
0.22 0.098 8.15 1.78± 0.05 −0.4 10.3± 0.2
0.33 0.122 7.14 2.45± 0.07 −0.6 12.0± 0.2
0.39 0.133 7.51 3.08± 0.07 −0.7 12.2± 0.2
0.50 0.166 7.45 5.43± 0.13 −0.9 12.1± 0.2
0.61 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 7.1± 0.3

σ = 0.5 nm, the molarity of the systems ranges from 0.08M to 7M,
that is, the concentration range falls within realistic values.

The walls were placed in the x–y plane, with periodicity in both
directions and symmetry about the channel center, z = 0. Each wall
consists of five layers of atoms arranged in a face-centered cubic lat-
tice with a density of 1.0 and an interlayer distance of 0.8. The wall
particles were maintained around their initial equilibrium positions
req, using a harmonic potential given by ϕs =

1
2 ks(ri − req)

2, where
ks = 150 is the spring constant and ri is the instantaneous position of
the wall particle.34 The inner-most layer of each wall was negatively
charged to maintain electroneutrality for the system, with the total
charge on each wall being −qNci/2, where Nci is the total number
of counterions in the system; see Table I. The wall area in the x–y
plane is Lx × Ly = 16 × 16 = 256, where Lx and Ly are the simulation
box dimensions along the x and y axes, respectively. Figure 1 shows
a snapshot of the system.

Equilibrium molecular dynamics (EMD) simulations for each
system were performed for 3 × 106 steps in total, where the ini-
tial 2 × 106 steps were used to equilibrate the system at T = 1.0 by
thermostating the walls using a Nosé–Hoover35,36 thermostat. The
final 1 × 106 steps were used to collect data for post-processing.
The equations of motion for all particles were integrated using the
velocity-Verlet37 scheme with an integration time step Δt = 0.001.
20 independent EMD simulations were performed for each system
to obtain sufficient statistics.

TABLE II. Summary of the system properties with ion charge q = +1.6. The symbols
are the same as presented in Table I and again h = 9.7.

x ρ0 λ ξ0 Σwall Q (NEMD)

0.014 0.0016 6.59 1.46± 0.07 −0.2 3.8± 0.2
0.028 0.0017 6.42 1.81± 0.05 −0.4 5.6± 0.2
0.042 0.0018 6.36 2.72± 0.10 −0.6 5.3± 0.2
0.049 0.0016 6.33 3.44± 0.10 −0.7 5.1± 0.2
0.062 0.0015 6.31 5.87± 0.20 −0.9 3.9± 0.2
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We also performed nonequilibrium molecular dynamics
(NEMD) simulations to investigate the EOF for each system. Each
NEMD simulation was performed for a total of 4 × 106 steps, with
the initial 2 × 106 steps used for equilibration of the system at
T = 1.0, by thermostating the walls using the Nosé–Hoover35,36 ther-
mostat. After the initial equilibration, an external electric field with
magnitude Ex = 0.075 was applied for 2 × 106 steps to achieve a
steady flow. The data were collected from the final 1 × 106 steps
of the non-equilibrium run. Every NEMD result was also averaged
across 20 independent simulations.

IV. RESULTS AND DISCUSSION
First, we focus on the case with ion charge q = +0.2. Figure 3

shows the EMD ion distribution (or profiles) predicted by Eq. (4)
(dashed line) and that obtained from the simulations (full line).
In this comparison, the value for ρ0 is determined directly from
the simulations, and the screening length is calculated numerically
from the relation in Eq. (7); see values presented in Table I. Since
the statistical uncertainty associated with ρ0 is negligible, we do
not consider the propagation of this statistical uncertainty in our
computation of λ.

Recall, that here, the channel width is defined to be the part
of the channel which is available to the mobile fluid particles. From
the density profile, we estimate H ≈ 19.4; this value is independent
of whether the external force is applied or not. Since h = H/2 enters
the expression for the EOF velocity profile, the predicted profile and
flow rate will indeed depend on this estimate. The authors are not
aware of an unambiguous definition.6

Clearly, Eq. (4) does not capture the layering of the counteri-
ons close to the walls, but for sufficiently small ion concentrations,
it shows satisfactory prediction for the density in the bulk region of
the channel. The external force density that drives the flow, qρEx, will
vary strongly in the wall–fluid region and is, therefore, not correctly
modeled by Eq. (4). Recently, it has been shown that incorporating
the coupling between the solvent density and ion density into the PB
theory, one can successfully model the layering, at least for low coun-
terion concentrations.12,13 It is not the purpose here to pursue this
coupling effect, but we will comment on the point in the following.

To quantify the hydrodynamic slip, we compute the interfacial
friction coefficient, ξ0, using the equilibrium method proposed by
Varghese et al.,25 which is a statistical improvement of the method
devised by Hansen et al.24 In the supplementary material, it is
shown how it is applied in this particular case of a charged sys-
tem. Table I presents the friction coefficients for charge q = +0.2;
we observe that increasing the ion concentration increases hydrody-
namic friction between the wall and fluid particles, concurring with
the results reported in previous studies.13,38 We also find that the
method becomes unreliable above mole fractions x > 0.5; the exact
reason for this limitation is not clear; however, we expect it to be due
to the emergence of crystallization in the interfacial region, leading
to unrealistic values for interfacial friction.

From ξ0, the slip length, Ls, can be found using the definition
Ls = η0/ξ0. To this end, we have performed a series of NEMD
simulations in order to investigate the viscosity dependence of
the ion concentration (see the supplementary material), and we
conclude that the viscosity does not vary significantly in the

FIG. 3. Variation of the counterion density ρ for different counterion mole fractions
across the channel width. The solid lines represent the density profile obtained
from EMD simulations, and the dashed lines represent the density profile pre-
dicted by Eq. (4). The shaded region in panel (a) corresponds to the statistical
error associated with the data.
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concentration range studied here. This also validates the assump-
tion in the theory section. Therefore, the viscosity equals, within
the standard deviation, the (non-charged solvent only) case viscosity
η0 = 4.1 ± 0.1.

Next, we compare the velocity profiles obtained in the sim-
ulations with the predicted profiles, as shown in Fig. 4, using the
parameter values presented in Table I; that is, in the predictions, we
do not perform any fitting to the NEMD profiles. It should be noted
that we have excluded predictions from the highest concentration,
x = 0.61, since the friction coefficient was not determined for this
system.

For x = 0.014, the noise-to-signal ratio is very large in the sim-
ulation data and the profile curvature is not clearly visible. Due to
these large statistical uncertainties, the direct comparison is incon-
clusive for low concentrations. For intermediate concentrations, as
shown in Fig. 4(b), the standard theory agrees very well with the
simulation data when the slip boundary is applied. We again high-
light that no direct fitting is carried out in comparison. There is
no observable effect of the ion layering on the flow profile in the
wall–fluid region. This phenomenon is equivalent to what is seen
in the standard Poiseuille flow, where the flow profile is unaffected
by the density layering for sufficiently large channels due to the non-
local fluid response.6,39 Therefore, even if the external driving force is
given by the charge density, the small-scale variation has no effect on
the flow profile. For large ion concentrations, as shown in Fig. 4(c),
one clearly sees that the ion layering affects the flow in the wall–fluid
region. The fluid in the region is not stagnant, hence, it does not
form a Stern layer; however, the strain rate is reduced compared to
the predictions indicating a reduced shear stress in the wall–fluid
region.

Figure 5 shows the volumetric flow rate obtained from the
simulations and the predicted flow rate, Eq. (16), using both zero
and non-zero slip. The simulation flow rates are calculated directly
from Eq. (15) using w = 8 and the velocity profiles from simulations.
While Eq. (16) overestimates the flow rate for larger counterion con-
centrations, the prediction is in excellent agreement with simulation
data at lower concentrations.

We note that for q = +0.2, the simulation data for the flow rate
features a plateau and then drops at x = 0.61, thus, the flow rate has
a maximum. While the existence of this maximum is predicted by
the theory, we cannot make a direct comparison since the method to
calculate the friction coefficient fails at high concentrations.

To highlight the effect of the slip, we write the flow rate differ-
ence between the slip and the no-slip situations using the last term
in Eq. (16),

4hqρ0λ2Ex

η0

Ls tan (h/λ)
λ

=
4hEx

η0
∣Σwall∣Ls, (20)

where ∣Σwall∣ represents the absolute value of the surface charge
density. If QLs=0 is the flow rate for zero slip, we can define the
theoretically predicted enhancement coefficient,6

E =
Q

QLs=0
= 1 +

4hEx

η0QLs=0
∣Σwall∣Ls. (21)

This enhancement coefficient is shown in the inset of Fig. 5. Notice
that the product ∣Σwall∣Ls determines the flow enhancement, and that
the enhancement decreases as a function of concentration due to the

FIG. 4. Electro-osmotic velocity profile, ux , for different counterion concentrations.
The circles represent the electro-osmotic velocity profile obtained from NEMD sim-
ulations. The solid lines represent the electro-osmotic velocity profile predicted
using Eq. (14). The dashed lines are the error range for the predicted profiles due
to the standard errors in the values for η0 and ξ0. The superimposed dotted lines
are scaled and shifted counterion density profiles.
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FIG. 5. Volumetric flow rate vs counterion concentration for q = +0.2. The cir-
cles connected with the dashed line are the results from the NEMD simulations;
the squares connected with the solid line are the theoretical predictions with slip;
and the triangles connected with the solid line are the theoretical predictions with
no-slip. The inset shows the variation of the enhancement coefficient, E, with
counterion concentration.

increasing friction coefficient (or equivalent to the decreasing slip
length).

We now switch to the case where the ion charge is q = +1.6; the
system properties are presented in Table II. As it is seen directly from
the table values, this system features a maximum flow rate in the
regime where we can calculate the friction coefficient. To compare
the prediction of the maximum with simulation data, Fig. 6 shows
the correlation between the slip length Ls and the screening length
λ. For low λ, corresponding to large ion concentrations, Ls increases
linearly with λ indicating that in this regime, the wall–fluid interac-
tions (and resulting fluid layering near the wall) are affected by the
presence of the ions. As λ increases (the concentration decreases), we

FIG. 6. Slip length, Ls, vs screening length, λ, for q = +1.6. The circles with error
bars are the results derived from EMD simulation data, and the dashed line is a
linear fit of the lowest four data points.

FIG. 7. Volumetric flow rate vs counterion concentration for q = +1.6. The circles
connected with the dashed line are the results from the NEMD simulations, and
the squares connected with the solid line are the theoretical predictions. The verti-
cal dashed–dotted line indicates the predicted counterion concentration giving the
maximum electro-osmotic flow rate.

can expect the wall–fluid interactions to be dominated by the solvent
particle layering; this picture agrees with the observation that the slip
length becomes less dependent on the screening length in the low
concentration regime.

According to the theory, a maximum flow rate may exist if the
slip length is correlated with the screening length. To investigate this,
we perform a linear fit to the lowest four data points giving a correla-
tion function Ls(λ) = 14.03λ − 86.79, as shown in Fig. 6. Substitution
into Eq. (18), we obtain maximum flow rate at λmax = 6.4, or equiva-
lently, at concentration x = 0.04. This is in good agreement with the
data presented in the table.

In Fig. 7, we compare the predicted flow rate and the flow
rate obtained from NEMD simulations for q = +1.6. While the pre-
dictions are in qualitative agreement with the simulation data, the
predicted flow rate is overestimated for the systems studied here. If
we compare to the case for q = +0.2 and at the corresponding wall
charges, which is a measure for the overall system charge, one can
conclude that the theory performs better for lower ion charge and
that, in general, the EOF properties depend on both charge density
and ion charge.

The reason for the latter effect is due to the different ion layer-
ing at the wall–fluid surface. Figure 8 shows the ion density profiles
for q = +0.2 and q = +1.6 at same system charge ∣Σwall∣ = 0.4. For
q = +0.2, this corresponds to the concentration x = 0.22, where the
velocity predictions are excellent and the bulk ion number density
profile follows the PB equation. For q = +1.6, the concentration is
x = 0.028, that is, an order of magnitude lower than for q = +0.2 with
the same system charge. It can be seen that almost all ions are located
in the wall–fluid interface and that the screening length is reduced
dramatically compared to the case of q = +0.2. For small screening
length, the driving force acts primarily in the wall–fluid interface,
where the PB equation does not capture the correct distribution and
the theory predictions will deviate significantly from the simulation
data.
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FIG. 8. Density profiles for q = +0.2 and q = +1.6. Both the systems have the
same overall charge density ∣Σwall∣ = 0.4. The full lines are the simulation results
and the black dotted lines are the PB equation prediction.

V. CONCLUSIONS
In summary, we have devised an electro-hydrodynamic

description for a counterion-only flow system that correctly
incorporates fluid slip and, therefore, enables a correct predic-
tion of the EOF for sufficiently small charge densities and ion
charges. The inclusion of slip is based on the independent cal-
culation of the friction coefficient parameter, and the method
relies only on the interface particles and we can attribute the
friction coefficient to be an intrinsic property of the solid–fluid
interface.

The main result of this study is that the EOF features a max-
imum volumetric flow rate. This is due to the correlation between
the slip length and the screening length; the latter itself being depen-
dent on the system ion concentration. In no-slip systems, the flow
is monotonically increasing with ion concentration and does not
feature this non-trivial maximum. The result was predicted by the
continuum theory and confirmed through direct NEMD simula-
tions. This also implies that the continuum theory correctly predicts
the flow for sufficiently low charge density, even if the charge den-
sity profile does not follow the simple PB predictions. Finally, we also
find that the flow properties depend on the charge of the counterion
present in the solution.

The result implies that it is possible to tune the electro-
osmotic flow in a counterion-only system if we have accurate values
for the hydrodynamic slip. A specific application of this could
be in improving the efficiency of water flow through nanochan-
nels coated with polyelectrolytes; recent studies on surfaces coated
with polyelectrolytes have reported the possibility of maximizing
the EOF by controlling the nature of the confining substrate.40,41

In contrast to the present study, for aqueous solutions, it is
important to consider the anisotropic dielectric nature of water
under nanoconfinement.42–44 Hence, to optimize the flow in these
aqueous solutions, we will need to understand the influence of
dielectric anisotropy on the electro-osmotic behavior of confined
systems.

SUPPLEMENTARY MATERIAL

The supplementary material contains further theoretical details
and results relevant to this work. It includes details on the estima-
tion of viscosity and a detailed theoretical description of the friction
coefficient methodology employed in this work.
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