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A B S T R A C T

In this study, we use optically stimulated luminescence (OSL) to establish a robust absolute chronology for
the lower part of the stratigraphic record at ‘‘Les Roches d’Abilly’’, an important Palaeolithic site in Central
France. There, lithic assemblages recording the Middle-to-Upper Palaeolithic transition and the behaviour of
Neanderthal and Anatomically Modern Human populations are preserved. At the Bordes-Fitte rock shelter, part
of ‘‘Les Roches d’Abilly’’, the archaeo-stratigraphic record has been sealed and preserved by the collapse of the
shelter roof and this site has provided important data on the timing of human occupations and Middle-to-Upper
Palaeolithic transition in this region.

Here, we first obtain burial ages using standard multi-grain quartz techniques on sand-sized sediment grains
and then investigate the information available in blue-stimulated luminescence-depth profiles into the surfaces
of four quartz-rich cobbles found in the sedimentary record below the various collapses of the shelter roof.
These profiles show qualitative evidence for past daylight exposure and a single burial event, allowing the
data to be analysed quantitatively using a multiple-event mathematical model. Based on the results of this
modelling, it is concluded that at least part of the cobble surfaces were well-bleached at burial and thus that
estimated rock surface burial ages are unlikely to be significantly affected by incomplete bleaching. However,
it appears that not all cobble surfaces were well-bleached, demonstrating the importance of only using surface
doses derived from those cobble layers that can be shown to have been well-bleached at burial. The rock-
surface burial ages of the most recent burial event are consistent with the quartz OSL ages derived from the
surrounding sediments, giving burial ages of ∼50 ka. The OSL ages are consistent with previously published
14C age control, although a single 14C age (uncalibrated age of 41, 900 ± 1, 500 yr BP) of a lower unit may
underestimate the OSL ages. This study provides a reliable absolute OSL chronology for the Bordes-Fitte rock
shelter constraining the Middle-to-Upper Palaeolithic transition to occur between 44±2 ka and 48±3 ka ago
(at the 68% confidence level).
1. Introduction

In France and northern Iberia the transition from the Middle to
the Upper Palaeolithic took place about 40 to 50 ka ago and records
the replacement of the Neanderthals in favour of Anatomically Modern
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Humans (AMH; e.g. Aubry et al. 2012, Higham et al. 2014). In this tran-
sitional period, Mousterian industries (attributed to Neanderthals) were
replaced by new so-called transitional industries (e.g. the Châtelper-
ronian in France and Cantabrian in Spain) incorporating elements
from both Middle Palaeolithic (Neanderthals) and subsequent Upper
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Palaeolithic (AMH) industries (Talamo et al., 2020). The identity of
the creators (Neanderthal or AMH) of the Châtelperronian transitional
industry is still debated (e.g. Higham et al., 2010; Hublin et al., 2012;
Gravina et al., 2018). Such identification is key to understanding
whether or not these two human populations co-existed in Western
Eurasia and if so had cultural exchange. Until recently, these European
transitional industries had only been found located stratigraphically
between Middle and Upper Paleolitic layers, but new data from Grotte
Mandrin (France) show an alternating transitional (argued to be of
AMH origin) and Middle Palaeolithic industries at 54±3 ka ago and
these data are used to argue that there has been no major interactions
between the two human populations (Slimak et al., 2022). Nonethe-
less, it remains important to establish site specific reliable absolute
chronologies for the transitional industries to allow comparison be-
tween sites at a regional scale and so better constrain and understand
when the transition between the Middle and Upper Paleolithic took
place.

The archaeological site of les Roches d’Abilly is a complex of loci
discovered in 1949 and located in the Creuse valley at the southern
limit of the Touraine region in Central France. Between 2007 and 2014,
excavations were carried out at several locations along the ∼300 m long
cliff where large collapsed slabs have preserved deposits containing
Middle and Upper Palaeolithic stone tools and faunal remains. When
the sections of the roof of the rock shelter collapsed, they preserved
nine geoarchaeological units (GFUs) containing items attributed to the
Middle Palaeolithic (Neanderthals), Châtelperronian (unknown origin),
Aurignacian, Solutrean, Badegoulian and Magdalenian (AMH). These
artefacts are related to the transition period from a Neanderthal to
an AMH population (Aubry et al., 2012, 2014). The site contains an
exceptional stratigraphy from the Middle to the Upper Palaeolithic with
the Châtelperronian industry inter-stratified. Given the implications
for the timing of the Middle to Upper Palaeolithic lithic technological
transition, establishing a reliable chronology is considered to be crucial.

The main purpose of this study is to establish a reliable abso-
lute chronology for the Bordes-Fitte rock shelter; particularly for the
sediment units containing Middle Palaeolithic and Châtelperronian
artefacts. To achieve this, we apply well-established multi-grain quartz
OSL techniques to sand-sized sedimentary grains (henceforth referred
to as sediment; e.g. Duller, 2008a; Murray et al., 2021) together with
rock surface luminescence dating (RSLD) OSL techniques (e.g. Liritzis,
2011; Sohbati, 2013) to clast size cobbles. Optically stimulated lu-
minescence (OSL) dating is a well-established absolute chronological
method that determines the time since sedimentary grains were last
exposed to daylight, i.e.it determines the burial age (Aitken, 1998).
One of the main assumptions in OSL dating is that the sediment
was sufficiently exposed to daylight to have any prior luminescence
signal completely reset at burial. This assumption can to some degree
be tested by comparison of ages derived from signals with different
bleaching rates,(usually quartz OSL and K-rich feldspar IRSL (Murray
et al., 2012), or in some cases by single-grain quartz OSL dating (e.g.
Olley et al., 1999; Thomsen et al., 2007). More recently, OSL has also
been applied to the dating of rock surfaces. One considerable advantage
of rock surface luminescence dating (RSLD) compared to the dating
of buried sediments is that rock surfaces preserve both qualitative
and potentially quantitative information about the duration of past
daylight exposure and burial events (see e.g. Liritzis, 1994; Habermann
et al., 2000; Polikreti et al., 2002; Sohbati et al., 2012b) and thus
provide an internal sample-specific check on the degree of resetting,
which is key to accurate RSLD burial age estimation. Estimating which
layers to include in the burial dose estimation can be done either
qualitatively by including layers giving a ‘‘flat’’ luminescence level near
the surface, (e.g. Habermann et al., 2000; Polikreti et al., 2002, 2003;
Greilich et al., 2005; Vieillevigne et al., 2006; Vafiadou et al., 2007;
Liritzis et al., 2010; Liritzis, 2011; Simms et al., 2011; Sohbati et al.,
2011; Galli et al., 2014; Liritzis and Vafiadou, 2015; Liritzis et al., 2015,
2

2016, 2018, 2019; Puttagan et al., 2019; Galli et al., 2020; Gliganic
et al., 2021) or quantitatively by identifying well-bleached layers us-
ing modelling (e.g. Laskaris and Liritzis, 2011; Sohbati et al., 2012b;
Chapot et al., 2012). Here we use the multiple event model proposed
by Freiesleben et al. (2015), which provides analytical solutions based
on first-order charge detrapping and trapping kinetics for sequential
exposure and burial events, i.e.it allows the prediction of the pre-
burial profile and thus a quantitative identification of the well-bleached
depth (e.g. Sohbati et al., 2015; Jenkins et al., 2018; Rades et al.,
2018; al Khasawneh et al., 2018, 2019; Sellwood et al., 2019; Souza
et al., 2019; Bailiff et al., 2021; Souza et al., 2021; Ageby et al., 2021;
Cunningham et al., 2022; Ishii et al., 2022; al Khasawneh et al., 2022).
A similar model to fit luminescence burial profiles was also proposed
by Liritzis et al. (2017) using a cumulative log-normal distribution for
exposure events (Laskaris and Liritzis, 2011).

A further potential advantage of RSLD compared to sediment OSL
is that rock surfaces from larger clasts, such as cobbles, are more
likely to have been well-bleached at burial than individual sand-sized
sediment grains, because in any transport/mixing process the former
are more likely to be found at the surface (Rosato et al., 1987) and
so be exposed to daylight. Cobbles are internally unaffected by post-
depositional mixing, because of the nature of the consolidated rock
matrix, and will, in most burial environments, be correctly associated
with the burial context as they are less likely to be mobilised after
deposition than sand-sized sediment grains. A further advantage of
RSLD compared to standard sediment dating concern the estimation
of dose rate. In most settings, the dose rate contribution from the
external sediment matrix is less than 10% just 2–3 mm into the rock
surface (Jenkins et al., 2018), and thus any uncertainties arising from
e.g. water content history, radon gas escape and other time-dependent
phenomena, are negligible.

In this study, we derive 15 standard multi-grain sediment OSL
ages and compare them to blue stimulated RSLD burial ages derived
for four fist-sized cobbles found in the sedimentary sequence. Final
quantitative OSL RSLD burial ages are derived using the multiple event
model (Freiesleben et al., 2015). The OSL ages (both sediment and
rocks) are compared to independent age control provided by AMS
14C (Aubry et al., 2012) for two of the lithostratigraphic units.

2. Stratigraphy, current chronology and sampling

The Bordes-Fitte rock shelter contains a 2.5 metre thick sequence
of sedimentary deposits composed of 9 lithostratigraphic units (GFU)
containing Middle, Châtelperronian and Early Upper Palaeolithic arte-
facts. These units are interpreted in terms of sedimentary dynamics
as near-surface sedimentary facies with vertical and lateral variations,
all within a context dominated by run-off and sediment slope-wash,
coupled with periods of alluvial and lacustrine deposition (Aubry et al.,
2014). Lithic remains recovered in GFU A and B have yielded a small
assemblage of flakes obtained from large recurrent centripetal or pref-
erential Levallois cores (Neanderthal). The lithic assemblage from GFU
C has been produced through a recurrent uni- and bi-directional con-
vergent or centripetal recurrent Levallois method (Neanderthal). GFU D
is divided into three sub-layers, and about 95% of the lithic assemblage
was recovered in sub-layer GFU D2. The GFU D1 lithic assemblage
has been obtained by Levallois recurrent and lineal methods (Nean-
derthal). Tools on flakes produced by the Discoidal reduction scheme
(Neanderthal) and Châtelperronian backed points on blades (unknown
makers) have been recovered in GFU D2. Sub-layer GFU D3, at the top
of the unit, is almost sterile, probably indicating a break in human
occupation. Aurignacian blade and bladelet production characterised
the finds in GFU E (AMH). In GFU F, Solutrean bifacial thinning
flakes, bifacial preforms and several fragments of laurel-leaves and
Badegoulian have been found (AMH). Technology, refitting studies
and taphonomy of lithic artefacts have shown that the Discoidal flake
production and Châtelperronian blade production recovered in GFU

D2 result from successive occupations, separated by wall and roof
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collapse events, and affected by successive natural post-depositional
displacement processes. Aubry et al. (2014) showed that lithic artefacts
recovered in GFU D2, derived from blade production (Châtelperronian)
overlie those that relate to the Discoidal method (Neanderthal).

Given the technological variability of the lithic assemblage (Dis-
coidal and Châtelperronian Blade production) recovered in GFU D2
and the implications for the timing of the Middle to Upper Palaeolithic
lithic technological transition, it is considered important to establish a
reliable chronology. Previously, Aubry et al. (2012, 2020) published
radiocarbon (14C) AMS ages for four GFU levels (F, E, D2 and D1)
on antler, bone and tooth obtained using the ultra-filtration protocol
considered to be reliable (Thomsen et al., 2016). Here we re-calibrate
these 14C ages using OxCal v.4.4 and IntCal20 (Reimer et al., 2020) and
obtain calibrated radiocarbon ages (at 95% confidence) of: 23.2–22.6
ka cal BP (GFU F), 41.4–37.4 kar cal BP (GFU E), 45.1–41.5 ka cal BP
(GFU D2, n=51) and 48.4–42.7 ka cal BP (GFU D1).

Thomsen et al. (2016) reported four multi-grain quartz OSL ages2

of 22.4±1.2 ka (GFU F, expected to be consistent with 23.2–22.6 ka
cal BP), 28.1±1.6 ka (GFU F, expected to be younger than 41.4–
37.4 ka cal BP but older than 23.2–22.6 ka cal BP), 46±2 ka and
42±2 ka (both GFU D2, expected to be consistent with 45.1–41.5
ka cal BP). Thus, these multi-grain quartz OSL ages were in good
agreement with the independent 14C age control and also with OSL
ages obtained using single-grain quartz and multi-grain K-rich feldspar
measurements (Thomsen et al., 2016).

In 2013, 15 additional sediment samples containing sand-sized
grains and four cobbles were sampled from the Bordes-Fitte rock
shelter. Sediment samples (TA2247-61) were taken by inserting steel
tubes (ø=5 cm, length=20 cm) into cleaned sections. These samples
were taken as follows: one from GFU B (TA2247), four from GFU C
(TA2248-51), one from the border between GFU C and D1 (TA2252),
4 from GFU D1 (TA2253-56), one from GFU D2 (TA2257) and three
from GFU D3 (TA2258-61). Eight of the samples were positioned less
than 15 cm away from bedrock/rock fall (see Table 1) and so a piece of
bedrock (TA2262) was sampled to allow correction for non-uniformity
in the gamma radiation field.

The buried cobbles (TA2265-68, TA2265 from GFU D1 and the
remaining three from D2, see Fig. 1) were dug out of the cleaned
sections and immediately placed in light-tight bags after marking the
orientation of the cobbles in the section, i.e.top, bottom, out and in.
Three of the cobbles (TA2265-67) were partly (on one side) exposed to
daylight for about one month after excavation but prior to sampling.
These recently light-exposed parts (facing outwards) were not used in
the measurements reported here. The dimensions of the cobbles were
∼ 12 × 12 × 4 cm3 and they are either bio-calcirudite, calcarenite or
harder silicified limestone (Aubry et al., 2012).

3. Experimental details

3.1. Sample preparation

The sediment samples (marked as red dots in Fig. 1) were pre-
pared under subdued red-orange light following standard procedures;
∼5 cm of the ends of each sample were removed as a consequence of
possible light exposure during sampling. This sediment was used for
radionuclide concentration and water content measurements. Quartz
was extracted from the sediment in the inner part of each sample tube
by sieving (180–250 μm), cleaning using HCl and H2O2, heavy liquid
separation (𝜌 = 2.58 g cm−3) and etching in 40% HF (Aitken, 1985).

The cobbles were also prepared under subdued red-orange light.
Cores of ∼10 mm in diameter and ∼40 mm long, were drilled using

1 Note that the range given for the radiocarbon ages for GFU D2 is the
aximum and minimum for all 5 14C ages calibrated individually.
2

3

OSL ages are generally reported at the 68% confidence level. a
Table 1
Sediment sample locations relative to bedrock measured from the centre of the sample
tube to the bedrock surface. The distances have been used as input to the dose rate
modelling (see Section 4.2). ‘‘Depth’’ is the burial depth, ‘‘H’’ is the horizontal distance
to bedrock, ‘‘V𝑎𝑏𝑜𝑣𝑒 ’’ and ‘‘V𝑏𝑒𝑙𝑜𝑤 ’’ are the vertical distances to bedrock or shelter roof
lying below and above the samples, respectively.

Sample Depth H V𝑎𝑏𝑜𝑣𝑒 V𝑏𝑒𝑙𝑜𝑤
(cm) (cm) (cm) (cm)

TA2247 221 12 >30 8
TA2248 205 9 >30 24
TA2249 213 >30 12 >30
TA2250 197 >30 12 >30
TA2251 181 16 90 11
TA2252 168 23 74 12
TA2253 160 48 66 19
TA2254 154 42 60 25
TA2255 159 29 65 11
TA2256 153 54 14 63
TA2257 138 54 21 56
TA2258 127 54 28 48
TA2259 122 54 33 43
TA2260 115 21 44 30
TA2261 108 23 59 17

a water-cooled diamond-tipped core drill. The cores were then cut into
∼1.2 mm thick slices with a 0.3 mm thick water-cooled diamond-tipped
wafer blade mounted on a Buehler IsoMet low-speed precision saw to
give a known net slice spacing of ∼1.5 mm. The cobbles studied here
were visually homogeneous quartz-rich carbonate-cemented sandstone
with friable surfaces; particularly cobbles TA2266 and -67. In order to
avoid any effect of crushing on the luminescence signal and to produce
and preserve the in situ grain size information (Sohbati, 2013), we first
etched the slices in 10% HCl for one hour to remove calcium carbonate.
At the end of this stage, the slices were still mostly intact, presumably
due to binding by amorphous silica resistant to HCl. We then placed
the slices in concentrated HF for one hour to further disaggregate the
slices and dissolve any feldspar grains. By the end of this treatment the
grains had completely separated from each other. Any residual fluoride
contamination from the HF treatment was removed using a 10% HCl
solution for 40 min. The washed and dried grains were sieved to the
size range 63-300 μm.

.2. Measurement facilities

All luminescence measurements were made using Risø TL/OSL read-
rs equipped with blue (𝜆=470 nm, ∼80 mW cm−2) and infrared (IR,
=870±40 nm, ∼130 mW cm−2) stimulation light sources. The emit-
ed luminescence was detected using EMI 9635QA photomultipliers
hrough 7.5 mm thick Hoya U-340 glass filters. Beta irradiation used
alibrated 90Sr/90Y sources mounted on the readers (Bøtter-Jensen
t al., 2010; Hansen et al., 2015).

Bulk radionuclide concentrations were measured using high-resol-
tion gamma spectrometry (Murray et al., 1987, 2018). The cobble
nd sediment samples were dried at 50 ◦C, then pulverised and ho-
ogenised. The sediment samples were heated to 450 ◦C for 24 h to

emove any organic matter. To prevent radon loss and to provide a
eproducible counting geometry the materials were cast in wax. The
ast samples were stored for at least three weeks to allow 222Rn to reach
quilibrium with its parent 226Ra before measurement (Murray et al.,
987). The measured concentrations were converted to infinite matrix
ose rates using the conversion and grain size attenuation factors
f Guérin et al. (2011b, 2012), respectively (see Cresswell et al. (2018,
019) for a comparison of conversion factors derived by different
uthors). An internal quartz alpha dose rate of 0.020 ± 0.010 Gy ka−1

as assumed, consistent with Vandenberghe et al. (2008). Cosmic ray
ose rates were calculated following Prescott and Hutton (1994) and
urrent burial depths; an uncertainty of 5% was assumed. The long term
ater content was taken to be 0% and 5% for the cobbles and sandy

ediments, respectively. An uncertainty of 4% on the water content was

ssumed.
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Fig. 1. Cross-section of part of the Bordes-Fitte rock shelter from where the OSL (Sediment: TA2247-61 and rock: TA2265-68) samples were taken. Sampling positions are indicated
by red circles (sediment) or contours (rocks). Sampling photographs are shown inset. Sediment sample locations are indicated by white circles and rock samples are shown with
dark blue outlines. Here the last two digits of the sample number are indicated in square brackets followed by the burial age in ka. One rock [65] was collected from GFU D1,
whereas the other three were collected from GFU D2. Note that rock sample [68] is not directly visible in the Figure as it was buried behind rock [67]. For the rock samples the
ages given are derived from profiles determined to be well-bleached (see Section 5.5.2 and Table 5). Rock ages are given both for top (e.g.[66𝑡]) and bottom (e.g.[66𝑏]) of the
individual cobbles, except for rock sample [67] where surface slices from the top side could not be obtained. The grid references given in the top part of the figure (i.e. ‘‘R15’’)
were used to localise the archaeological remains in 3D.
3.3. OSL measurements

All OSL measurements presented here were made using the single-
aliquot regenerative-dose (SAR) procedure (Murray and Wintle, 2000)
with blue light stimulation for 100 s at 125 ◦C (to avoid significant
build-up of photo-transferred TL (PTTL) in the 110 ◦C peak). To moni-
tor for isothermal signals blank channels were inserted before and after
OSL stimulation. No significant isothermal signals were observed (see
Figs. 5 and 6). For both sediments and rocks, early background subtrac-
tion (Ballarini et al., 2007) was used to maximise the fast-component
contribution in the OSL signal used for calculations. Between each SAR
cycle a 280 ◦C blue stimulation for 100 s was inserted to minimise
potential recuperation effects (Murray and Wintle, 2003). Equivalent
dose estimation is based on a minimum of three sensitivity corrected
regeneration points (L𝑥/T𝑥), a recuperation point and a recycling point.
Individual dose response curves (DRC) have been fitted using a single
saturation exponential function passing through the origin (i.e.𝑦 =
𝐴× [1− exp(−𝑥∕𝐷𝑐 )], where 𝑦 is the sensitivity corrected OSL response,
L𝑥/T𝑥, 𝐴 is the saturation value and the constant 𝐷𝑐 is a measure
of the curvature of the DRC) and equivalent doses (𝐷𝑒) derived by
interpolation of the sensitivity corrected natural signal (L𝑛/T𝑛) on the
individual DRCs. Average equivalent dose values have been calculated
using an unweighted arithmetic mean (Guérin et al., 2017) and the
quoted uncertainty is the standard error (at 68% confidence). We do
not apply rejection criteria based on IR depletion ratio, recycling ratio
or recuperation value on an aliquot specific basis as there appears to
be no correlation with equivalent dose and scatter (see Section 5.1.1).
However, we use the InterQuartile Rejection (IQR) criterion (Medialdea
et al., 2014) to identify and reject individual dose values more than 1.5
interquartile ranges above the upper quartile (75 percent), or below
the lower quartile (25 percent). The effect of applying this criterion is
examined in Section 5.3.
4

3.3.1. Sediment quartz OSL measurements
The OSL measurements of quartz sand extracted from sediment

samples used a double SAR procedure (Banerjee et al., 2001) in which
an IR stimulation at 50 ◦C for 100 s was inserted immediately before
the blue light stimulation. Unless otherwise mentioned, the sediments
were measured using a preheat of 260 ◦C (held for 10 s), a cutheat
of 220 ◦C and a test dose of 50 Gy. The signal was summed over
the initial ∼0.3 s of stimulation (the blue light power density varied
between the different readers used and so the duration of the initial
signal summation was adjusted to include the initial ∼50% of the signal
decay). The background subtracted from the initial signal was based
on the subsequent ∼0.3 s of stimulation. Multi-grain aliquots were
mounted in stainless steel cups using an ∼5 mm spot of silicone oil; each
aliquot contained approximately 800 individual grains (Duller, 2008b).

3.3.2. Cobble OSL measurements
The OSL measurements of the quartz extracted from the cobbles

made use of a preheat of 190 ◦C (held for 10 s), a cutheat of 150 ◦C and
a test dose of 65 Gy unless otherwise stated. The signal was summed
over the initial 0.8 s of stimulation, background corrected using the
subsequent 0.8 s of stimulation. Multi-grain aliquots were mounted on
stainless steel discs coated with silicone oil (8 mm), i.e.each aliquot
contained approximately 1100 grains (Duller, 2008b).

4. Dosimetry

This section describes the measured dose rates and the corrections
for heterogeneity in the radiation field for both sediment samples and
cobbles. For the sediments, we consider the proximity to bedrock,
whereas for the cobbles we only need to consider the surrounding
sediment as the nearest bedrock was >30 cm away.
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Table 2
Radionuclide concentrations and infinite matrix dose rates for quartz extracted from sediment (TA2247-61) and cobble (TA2265-68) samples.
The data for the cobbles are reproduced from Thomsen et al. (2016). Sample TA2262 is taken from bedrock. For sediment samples, a 20± 10%
escape of222Rn is assumed in dose rate calculations.

Sample Depth Unit Radionuclide concentrations Infinite matrix dry dose rates
(cm) (Bq kg−1) (Gy ka−1)

238U 226Ra 232Th 40K Gamma Beta

TA2247 221 B 7 ± 4 7.3 ± 0.4 14.3 ± 0.4 110 ± 6 0.31 ± 0.01 0.45 ± 0.02
TA2249 213 C 16 ± 5 14.3 ± 0.4 29.3 ± 0.5 161 ± 7 0.57 ± 0.01 0.75 ± 0.02
TA2248 205 C 13 ± 4 17.7 ± 0.4 24.1 ± 0.4 146 ± 6 0.52 ± 0.02 0.71 ± 0.02
TA2250 197 C 14 ± 1 19.3 ± 0.2 28.9 ± 0.2 142 ± 2 0.59 ± 0.02 0.75 ± 0.02
TA2251 181 C 10 ± 2 15.8 ± 0.2 24.6 ± 0.2 246 ± 4 0.59 ± 0.01 0.94 ± 0.01
TA2252 168 C/D 19 ± 2 24.6 ± 0.3 30.4 ± 0.3 423 ± 5 0.86 ± 0.02 1.52 ± 0.02
TA2253 160 D1 10 ± 5 21.5 ± 0.8 26.6 ± 0.9 444 ± 14 0.81 ± 0.02 1.52 ± 0.04
TA2255 159 D1 15 ± 4 20.2 ± 0.4 24.4 ± 0.4 469 ± 9 0.80 ± 0.02 1.55 ± 0.03
TA2254 154 D1 25 ± 5 23.0 ± 0.5 27.0 ± 0.5 525 ± 11 0.89 ± 0.02 1.74 ± 0.03
TA2256 153 D1 15 ± 10 22.7 ± 0.8 28.9 ± 0.9 532 ± 15 0.92 ± 0.03 1.77 ± 0.04
TA2257 138 D2 27 ± 2 29.0 ± 0.4 34.5 ± 0.3 508 ± 5 1.01 ± 0.02 1.81 ± 0.03
TA2258 127 D3 17 ± 2 23.0 ± 0.3 25.0 ± 0.2 686 ± 6 1.00 ± 0.02 2.13 ± 0.02
TA2259 122 D3 17 ± 4 26.7 ± 0.4 31.0 ± 0.4 664 ± 10 1.07 ± 0.02 2.15 ± 0.03
TA2260 115 D3 16 ± 6 28.5 ± 0.6 32.9 ± 0.7 567 ± 13 1.03 ± 0.02 1.94 ± 0.04
TA2261 108 D3 18 ± 2 24.0 ± 0.2 27.4 ± 0.2 632 ± 5 0.99 ± 0.02 2.02 ± 0.02

TA2262 – – 17 ± 17 19.3 ± 1.1 4.9 ± 1.0 30 ± 14 0.22 ± 0.02 0.30 ± 0.04

TA2265 154 D1 −2 ± 4 5.8 ± 1.0 7.2 ± 1.0 60 ± 12 0.17 ± 0.02 0.26 ± 0.03
TA2266 138 D2 17 ± 17 10.3 ± 1.1 4.9 ± 1.0 30 ± 14 0.15 ± 0.02 0.21 ± 0.04
TA2267 138 D2 −2 ± 13 6.2 ± 0.9 8.9 ± 0.9 48 ± 10 0.19 ± 0.02 0.24 ± 0.03
TA2268 138 D2 19 ± 11 15.9 ± 0.8 6.6 ± 0.7 66 ± 9 0.24 ± 0.02 0.37 ± 0.02
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4.1. Infinite matrix dose rates

The radionuclide concentrations and dry infinite matrix dose rates,
assuming a mean grain size of 180 μm and 215 μm for quartz extracted
from cobbles and sediments, respectively, are summarised in Table 2.
The dry infinite matrix beta and gamma dose rates are also given,
derived assuming a 20±10% loss of 222Rn compared to its parent 226Ra.

otal dose rates to the surface slices are shown in Table 4 and total dose
ate to the depths later argued to be well-bleached are summarised in
able 5.

In contrast to 226Ra, concentrations of the series parent 238U are
oorly known, but on average, the activity ratio 226Ra/238U in the
ediments is 1.36±0.08 (n=15). This suggests there may be a small
xcess of 226Ra. In such a carbonate-rich environment, this is most
ikely due to 238U mobilisation, leaving behind 230Th (𝜏1∕2 ∼75 ka) and
rogeny, and so should have a negligible effect on the time-averaged
otal dose rate. The radionuclide concentration ratios of the sediment
o rock samples are, on average 3.3±0.4 (n=4 nuclides; weighted by
he uncertainties on the individual ratios). The activity concentrations
n the sediments decrease systematically with decreasing elevation
Fig. 2), and as a result, there is a significant change in dose rate
ith sediment depth. If we assume that the sediments have been de-

ived primarily from the surrounding host rock, and that radionuclides
especially Th) behave conservatively, this increase in radionuclide
oncentration implies a loss of some 75% of non-radioactive carbon-
te by dissolution. If this process happened after deposition, then it
resumably occurred after sedimentation was complete (because the
oungest sediments have been modified most). Alternatively, and in
ur opinion more likely, this enrichment took place before deposition
nd the systematic change in concentrations with elevation arise from
rain-size selection in the transport/deposition process changing with
levation. The second assumption is employed in age calculations,
.e. the measured radionuclide concentrations are assumed to have
ersisted throughout the life of the site. For the sediment samples, the
ry beta dose rates vary between ∼ 2 Gy ka−1 and ∼ 0.5 Gy ka−1, and
he corresponding dry gamma dose rates vary between ∼ 1 Gy ka−1 and

0.3 Gy ka−1. The total infinite-matrix dose rates vary from ∼ 3 Gy
a−1 at the top of the sequence (sample TA2261) to ∼ 0.8 Gy ka−1 at
he bottom (sample TA2247); see Fig. 2 and Fig. 2. The bedrock sample
as a dry gamma dose rate of ∼ 0.2 Gy ka−1. Thus, for all samples
5

xcept the deepest (TA2247) the dry gamma dose rate is more than two
imes larger for the sediments than for the bedrock sample. As some of
he sediment samples are taken within 15 cm of the bedrock, the dose
ates to all sediment samples have been modified to take into account
he heterogeneity in the gamma field arising due to the proximity to
edrock (see Fig. 1). This modelling is described in Section 4.2.1.

The infinite matrix dry dose rates for the four cobbles are similar
o each other and to the bedrock sample (TA2262) with averages of
.28±0.03 Gy ka−1 and 0.19±0.02 Gy ka−1 for beta and gamma dose
ates, respectively. However, dose rate modelling for the cobbles is
ecessary to account for the beta dose rate gradient at the rock-to-
urface interface, as the total beta dose rate varies with depth due to
ontribution from i) the surrounding sediments and (ii) from the rock
ample itself (see Section 4.2.2 for details).

.2. Dose rate modelling

In environments where the infinite matrix dose rate assumption
Aitken, 1985; Guérin et al., 2012) is not fulfilled, e.g.in a heteroge-
eous sample matrix, accurate estimation of the field dose rate in the
edium of interest requires modifications to the infinite matrix dose

ate for the sample. In this study, some of the sediment samples were
aken relatively close (i.e.<30 cm) to bedrock or the collapsed shelter
oof (see Table 1) and given that the gamma dose rate for bedrock
s between ∼1.5 and 5 times lower than that from the sediment, the
amma radiation field in the vicinity of at least these samples must have
gradient, which will have an impact on the dose rate experienced

y the sediment samples. For the cobbles, one should in addition also
onsider the variation of dose rate with depth into the rock.

A simple correction model to deal with such issues was developed
nd is described in details in Freiesleben (2021). This model relies on
he principle of superposition and corrects the infinite matrix dose rate
o take into account the finite size of the sample (see Eq. (2) below).
he model also corrects for the dose rate from the surrounding material
n one or more sides (see Eq. (3) below). The model is cubic such that
nly 6 distances are required, from the point of interest to the nearest
aterial interface (front, back, left, right, top, bottom).

The total effective external radionuclide dose rate at a given position
𝑋, 𝑌 ,𝑍 coordinates) is the sum of the total beta (𝛽) and gamma (𝛾)
ontributions �̇�total,𝑖, with 𝑖 being 𝛽 or 𝛾. (As the outer ∼ 10 μm of

the grains are etched away by the hydrofluoric acid treatment, any

contribution from alpha radiation is negligible and is ignored here).
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Fig. 2. Dosimetric data for the sediments as a function of depth. Also shown are average values for bedrock/cobbles (vertical lines). (a) Radionuclide concentrations and (b) Dry
beta, dry gamma and total wet sediment dose rates.
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Each �̇�total,𝑖 changes with depth due to dose rate attenuation effects
n the material in question (here rock or sediment). Each �̇�total,𝑖 can

be expressed as the sum of contributions from the infinite matrix dose
rate originating from the surrounding medium (�̇�sur,inf) and from the
medium itself (�̇�med,inf), i.e.

̇ total = 𝐶med�̇�med,inf + 𝐶sur�̇�sur,inf (1)

for each of the two radiation types included here. Because of attenu-
ation effects, the infinite matrix dose rate terms need to be modified
using the correction factors 𝐶med and 𝐶sur, which are given as

𝐶med = (1 −𝑋𝑚,𝑚)(1 − 𝑌𝑚,𝑚)(1 −𝑍𝑚,𝑚) (2)

𝐶sur = 𝑋𝑚,𝑠 + (1 −𝑋𝑠,𝑠)𝑌𝑚,𝑠 + (1 −𝑋𝑠,𝑠)(1 − 𝑌𝑠,𝑠)𝑍𝑚,𝑠 (3)

𝑋𝑚,𝑚 = 𝑓𝑚1𝑒
−𝑐𝑚1𝑥1 + 𝑓𝑚2𝑒

−𝑐𝑚2𝑥2 (4)

𝑋𝑚,𝑠 = 𝑓𝑠1𝑒
−𝑐𝑚1𝑥1 + 𝑓𝑠2𝑒

−𝑐𝑚2𝑥2 (5)

where 𝑓𝑚1, 𝑓𝑚2, 𝑓𝑠1 and 𝑓𝑠2 are the fractional dose rate factors for the
sample material 𝑚 and the surrounding material 𝑠, respectively. 𝑐𝑚1 and
𝑚2 are the linear attenuation coefficients in material 𝑚, where 𝑥1 and
2 are the distances from the point of interest to the boundary between
he medium and the surrounding material in the 𝑥th-direction. 𝑓𝑚1, 𝑓𝑚2,
𝑚1 and 𝑐𝑚2 depend on the radiation type, on the type of material and on
6

he distances in the 𝑥th-direction (i.e. 𝑥1 and 𝑥2). Similar relationships t
Eqs. (4) and (5)) apply to the 𝑦- and 𝑧-directions, i.e.𝑌𝑚,𝑚 and 𝑍𝑚,𝑚,
nd 𝑌𝑚,𝑠 and 𝑍𝑚,𝑠, respectively.

Eq. (1) gives the dry beta or gamma external dose rate and thus
ust also be corrected for water content. This simple approximation

o correction for heterogeneity in the dose rate field can be applied
o both rocks surrounded by sediment (in this case, the rock will have
he subscript 𝑚 and the sediment 𝑠) and to sediment samples positioned
lose to bedrock (in this case, the rock will have the subscript 𝑠 and the
ediment 𝑚). In this study, we have assumed that the cobbles can be
pproximated by cubes with dimensions length=height=width=ℎ (the
hickness of the cobble).

Finally, dose rates due to cosmic radiation (not significantly de-
endent on depth into the rock over the scales considered here) and
ontributions arising from internal uranium and thorium activity (giv-
ng rise to an internal dose rate) are added to give the total dose rate,
odified for the effect of grain size attenuation. In the cobbles, the
ose rate changes significantly with depth into the rock and thus must
e calculated for individual depths. The dose rate in interval 𝑥𝑖 to 𝑥𝑓 ,
as estimated from numerical integration of the depth dependent dose

ate over the depth of the slice.
The cobble material at this site is limestone and the linear atten-

ation values (𝑐) can be approximated by the corresponding linear
ttenuation values for sediment (Riedesel and Autzen, 2020) corrected

−3
o a density of 2 g cm . The values used are summarised in Table 3.



Quaternary Geochronology 73 (2022) 101406T.H. Freiesleben et al.
Table 3
Beta and gamma attenuation factors (𝑐) and fractional dose factors (𝑓 ) for different
distances (𝑑) in limestone (with a density of 2 g cm−3) to the boundary between the
limestone and the surrounding sediment. Adapted from Riedesel and Autzen (2020)
after density correction.

Beta Gamma

Decay chain 𝑐 (mm−1) 𝑓 𝑑 (mm) 𝑐 (mm−1) 𝑓 𝑑 (mm)

40K 2.81 0.50 all 0.0215 0.50 <10
0.0138 0.45 >10

232Th 4.66 0.50 <0.15 0.020 0.50 <10
1.84 0.34 >0.15 0.0138 0.42 >10

238U 3.52 0.50 <0.15 0.0277 0.50 <10
1.5 0.37 >0.15 0.0154 0.45 >10

The attenuation coefficients 𝑐 used for the sediments (data not shown)
are 10% lower than those given in Table 3, since the density for the
sediments is taken as 1.8 g cm−3.

In the following, we investigate the effect on the dose rate when
applying this dose rate modelling approach to our data.

4.2.1. Sand-sized sediment dose rate modelling
Fig. 3 shows an example of how the dose rate (gamma, beta and

the sum of the two) varies in sediment (light red area) surrounded by
bedrock and the collapsed shelter roof (both represented by the grey
area). Here we have assumed that the total vertical distance between
the bedrock and the shelter roof is 85 cm. In addition, we assume that
the horizontal distance to bedrock is 42 cm on one side and infinite
on the other. In the last direction (i.e.perpendicular to the section) we
also assume that the distance to bedrock/shelter roof is infinite. Here,
we have used the dose rate data from samples TA2254 (sediment) and
TA2262 (bedrock). As expected the beta dose rate is essentially constant
as a function of vertical distance (except for the first 1.5 mm), whereas
the gamma contribution increases by 13% over the first ∼ 15 cm from
bedrock where after it remains constant, i.e.only when the sediment
sample is taken within ∼ 15 cm of bedrock/shelter roof is there a
significant change in the dose rate compared to the infinite matrix
dose rate. Sample TA2254 is located 25 cm above bedrock and 60 cm
below the collapsed shelter roof (see Table 1 and the diamond symbol
in Fig. 3) and the total dose rate correction to the infinite matrix dose
rate is thus ∼ 1%.

The average correction factor for the gamma dose rate to the
sediment samples due to the proximity to bedrock is 0.954±0.007
(n=15) (i.e.a 4.6% decrease) leading to a small correction factor for
the total dose rate of 0.983±0.003 on average (1.7% decrease), with
the largest correction factor of 0.967±0.06 (3.3% decrease) for sample
TA2251. The dose rates used for age calculation are given in Table 4 as
‘‘�̇�𝑡𝑜𝑡’’. These are based on measured beta and corrected gamma dose
rates, both adjusted for water content and grain size attenuation, and
including internal dose rates and the cosmic ray contribution (∼ 10%
of the total).

4.2.2. Cobble dose rate modelling
Fig. 4 shows the beta, gamma and total dose rate at different sample

positions in the 𝑥-direction for cobble TA2265. The dose rate used for
the surrounding sediment is that of sample TA2254, which was taken
in close proximity to the cobble. As expected the gamma dose rate
remains constant within the cobble (unaffected by the sediment/cobble
boundary), whereas the beta dose rate drops rapidly at the boundary.
However, it is only to a depth of ∼ 2 mm (corresponding to the first
two slices) that there is a significant depth dependence. The dose rate
in the first slice differs from that in the centre by ∼20%, whereas
the second slice only differs by 1% from the centre. Note that near
the surface, the dose rate decreases with depth because the dose rate
in the cobbles compared is significantly smaller than the dose rate
from the surrounding sediment. If the dose rate for the cobbles had
been significantly larger than for the surrounding sediment, one would
7

expect the dose rate to increase with depth in the first ∼ 2 mm.
Fig. 3. Modelled dose rates in sediment (light red area in the centre) surrounded
by rock material (grey area) as a function of vertical sample position within the
sediment. Vertically the sediment is sandwiched in between bedrock (x=0 cm) and
the collapsed shelter roof (x=85 cm). The horizontal distance to bedrock on one side
is in the model assumed to be infinite and on the other side 42 cm. This is illustrated
by drawing the sediment with a finite horizontal distance in one direction (upwards
on the plot) and non-finite in the other (downwards on the plot). The distance to
nearby bed rock in the last direction (i.e.the 𝑧-direction) is non-finite (not shown in
the figure). Beta (𝛽, dashed–dotted blue line), gamma without cosmic (𝛾, dotted red
line) and the total (solid black line) dose rates are shown (i.e.the cosmic contribution
and other internal contributions have not been included). Similarly, the infinite matrix
dose rate in the sediment is shown with a dashed black line. The dose rate data for
sample TA2254 (sediment) and TA2262 (bedrock) have been used. The actual position
of sample TA2254 is indicated on the total dose rate (without cosmic) curve with a
diamond symbol.

Fig. 4. Modelled dose rates in cobble TA2265 (grey area, dimensions 41 × 1201u
x120 mm) surrounded by sediment (light red area; assumed non-finite in all directions)
as a function of depth into the cobble. Beta (𝛽, dashed–dotted blue line), gamma
without cosmic (𝛾, dotted red line), and the total (solid black line) dose rates at different
depths in cobble TA2265. The sediment infinite matrix dose rate used is that measured
for sediment sample TA2254 and it has been corrected for water content and beta
attenuation. Black diamond symbols indicate the depths of the first 5 slices in cobble
TA2265.

5. OSL results

5.1. Luminescence characteristics

5.1.1. Sand-sized sediment quartz luminescence characteristics
The inset to Fig. 5a shows that the OSL stimulation curve is similar

to that derived from Risø calibration quartz, which is known to



Quaternary Geochronology 73 (2022) 101406T.H. Freiesleben et al.
Fig. 5. Sand-sized quartz from sediment: luminescence characteristics. (a) Representative dose response curve from sediment sample TA2253. Filled circles: regenerated points.
Open circle: recycling point at 100 Gy. Triangle: natural sensitivity corrected signal. The data are taken from a dose recovery experiment with a given dose of 350 Gy, and have
been fitted using a saturating exponential function (𝑦 = 𝐴 × [1 − 𝑒𝑥𝑝(−𝑥∕𝐷𝑐 )]). The inset shows the normalised OSL stimulation curve of the natural signal (dashed line) and that
from calibration quartz (solid line), which is known to be fast-component dominated. Note that detection started 1 s prior to the optical stimulation. (b) Natural preheat plateau
for samples TA2249 and TA2253. The cutheat temperature was 40 ◦C less than the preheat temperature. Individual points are an average of doses obtained for at least 3 aliquots
measured at each preheat temperature. Also shown as horizontal lines are the average doses for preheat temperatures ranging between 200 and 260 ◦C. (c) Frequency histogram
of measured IR depletion ratios for all sediment samples. The vertical dashed line indicates an IR depletion value of unity. Inset shows individual aliquot 𝐷𝑒 values (normalised
to average 𝐷𝑒 of each sample) as a function of IR depletion ratio. Dashed horizontal and vertical lines indicate unity values. (d) same as (c) but for the recycling ratio. (e) same
as (d) but for the relative recuperation (i.e.the ratio of the sensitivity corrected recuperated signal to the sensitivity corrected natural signal). Here the vertical lines indicate a
value of zero. (f) Dose recovery results for given doses ranging between 25 and 600 Gy using a test dose of 50 Gy (n>6). Squares (𝐷𝑒) indicate dose recovery ratios calculated
by taking the arithmetic mean of the individual measured doses. Triangles indicate light recovery ratios, i.e.the ratio of the sensitivity corrected signal from a regenerated dose
(L𝑥/T𝑥, equal to the given dose) to that from the given dose (L𝑛/T𝑛). The inset shows the dependence of the dose recovery ratio on the relative number of aliquots with dose
estimates larger than 2 ×𝐷𝑐 (including aliquots not giving bounded dose estimates).
be fast-component dominated (Hansen et al., 2015). This comparison
shows that the OSL signals from the sediment quartz samples are
fast-component dominated and any contributions from isothermal TL
signals are negligible. Equivalent dose estimation is based on a SAR pro-
tocol employing a minimum of three sensitivity corrected regeneration
points (L𝑥/T𝑥), a recuperation point and a recycling point and in most
cases also an IR depletion point. Fig. 5a shows a representative dose
response curve (DRC) from sample TA2253 measured using a preheat of
260 ◦C and a cutheat of 220 ◦C. As with the other samples from this site,
we are able to accurately repeat the response to a given regeneration
dose (the recycling point, open symbol), the build-up of signal between
SAR cycles (recuperation) is negligible and the laboratory DRC is well-
represented by a single saturating exponential function. The average
8

sensitivity change (here defined as the last regeneration test dose di-
vided by the first (natural) test dose), IR depletion ratio, recycling ratio
and recuperation value (taken relative to the natural signal) for aliquots
included in the dose estimation are 2.63 ± 0.10 (n=466), 0.994± 0.002
(n=358), 0.973±0.002 (n=466) and 0.44±0.02% (n=466), respectively.
Thus, the chosen SAR protocol reproducibly measures the luminescence
response to a laboratory dose, despite the significant sensitivity change.
The average 𝐷𝑐 value for DRCs measured with a test dose of 50 Gy and
a largest regeneration dose of 300 Gy is 122 ± 3 Gy (n=302).

Fig. 5b shows the average equivalent dose measured for sample
TA2249 and TA2253 as a function of preheat temperature. The esti-
mated dose is independent of the preheat temperature in the interval
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Table 4
Summary of sediment and cobble surface data. TA2247-61 are sediment samples, whereas TA2265-68 are Cobbles. ‘‘t’’ and ‘‘b’’ after the cobble
name indicates ‘‘top’’ and ‘‘bottom’’, respectively. The cobble data reported in this Table are from surface slices only (i.e.depths < 1.2 mm). Full
luminescence-depth profiles have not been measured and thus no claims regarding the completeness of bleaching at deposition can be made
for these data. ‘‘GFU’’ is the geoarchaeological unit described in Aubry et al. (2014), ‘‘𝐷𝑒 ’’ is the arithmetic equivalent dose (after application
of the IQR criterion), ‘‘𝑛𝑎 ’’ is the number of accepted aliquots, ‘‘𝑛𝑟 ’’ is the total number of rejected aliquots, i.e.both unbounded dose estimates
and outliers (IQR), ‘‘𝑛𝑠𝑎𝑡 ’’ is the number of aliquots not giving a bounded dose estimate, ‘‘Sat’’ is the relative number of aliquots not giving a
bounded dose estimate relative to the total number of measured aliquots, ‘‘�̇�𝑡𝑜𝑡 ’’ is the total dose rate after correction for gamma heterogeneity,
and ‘‘OSL age’’ is 𝐷𝑒/�̇�𝑡𝑜𝑡. The equivalent dose (and thus OSL age) for sample TA2247 is regarded as a minimum age due to saturation issues
(see text for details).
Sample GFU Depth 𝐷𝑒 𝑛𝑎 𝑛𝑟 𝑛𝑠𝑎𝑡 sat. �̇�𝑡𝑜𝑡 Age

(cm) (Gy) (%) (Gy ka−1) (ka)

TA2247 B 221 310 ± 27 9 14 14 61 0.83 ± 0.04 > 370
TA2249 C 213 184 ± 8 42 1 1 2 1.32 ± 0.06 140 ± 9
TA2248 C 205 118 ± 2 53 8 1 2 1.23 ± 0.05 96 ± 5
TA2250 C 197 126 ± 4 22 3 1 4 1.34 ± 0.06 94 ± 5
TA2251 C 181 159 ± 5 19 6 2 8 1.49 ± 0.06 107 ± 6
TA2252 C/D 168 119 ± 3 30 1 0 0 2.21 ± 0.10 54 ± 3
TA2253 D1 160 114 ± 4 20 2 0 0 2.21 ± 0.10 52 ± 3
TA2255 D1 159 117 ± 3 30 3 1 3 2.18 ± 0.10 53 ± 3
TA2254 D1 154 125 ± 3 37 2 1 3 2.48 ± 0.11 51 ± 3
TA2256 D1 153 125 ± 4 23 4 1 4 2.49 ± 0.11 50 ± 3
TA2257 D2 138 121 ± 3 54 6 1 2 2.63 ± 0.12 46 ± 2
TA2258 D3 127 121 ± 4 32 3 2 6 2.91 ± 0.13 41 ± 2
TA2259 D3 122 113 ± 3 28 7 3 9 3.00 ± 0.13 37 ± 2
TA2260 D3 115 115 ± 4 30 1 0 0 2.78 ± 0.12 41 ± 2
TA2261 D3 108 115 ± 4 28 2 2 6 2.78 ± 0.12 41 ± 2

TA2265t D2 138 104 ± 6 49 0 0 0 1.43 ± 0.04 72 ± 5
TA2265b D2 138 75 ± 4 54 1 0 0 1.43 ± 0.04 52 ± 3
TA2266t D2 138 132 ± 12 47 3 0 0 1.64 ± 0.03 80 ± 8
TA2266b D2 138 80 ± 5 39 1 0 0 1.64 ± 0.03 48 ± 3
TA2267b D2 138 94 ± 7 29 1 0 0 1.43 ± 0.04 65 ± 5
TA2268t D1 154 85 ± 5 52 5 0 0 1.43 ± 0.04 59 ± 4
TA2268b D1 154 95 ± 5 55 1 0 0 1.43 ± 0.04 66 ± 4
Table 5
Summary of cobble results from the individual slices identified to be well-bleached by the ratio of the present-day profile to the predicted
pre-burial profile. Equivalent doses (𝐷𝑒), total dose rate (�̇�𝑡𝑜𝑡), and average OSL ages (Agewb) from the individual slices are given. 𝑛 is total
number of aliquots for each depth. Agewb,t and Agewb,b are averaged OSL ages for the top and bottom of the individual cobbles, respectively,
after applying the IQR rejection criteria. 𝑛𝑎 is the number of accepted aliquots after applying the IQR rejection criterion. Note that no Agewb,t is
given for TA2267 as the cobble was too fragile to obtain a full length core. Age uncertainties include both random and systematic uncertainties.

Sample Side Depth 𝐷𝑒 𝑛 �̇�𝑡𝑜𝑡 Agewb Agewb,t Agewb,b 𝑛𝑎
(mm) (Gy) (Gy ka−1) (ka) (ka) (ka)

TA2265_2 Top 0.6 64 ± 6 6 1.45 ± 0.04 44 ± 5 50±4 21
TA2265_2 Top 2.25 64 ± 6 3 1.24 ± 0.04 51 ± 5
TA2265_3 Top 0.6 79 ± 12 4 1.45 ± 0.04 55 ± 8
TA2265_3 Top 2.25 67 ± 11 3 1.24 ± 0.04 54 ± 9

TA2265_1 Bottom 40.4 69 ± 10 7 1.45 ± 0.04 47 ± 7 50 ± 5 23
TA2265_2 Bottom 40.4 104 ± 21 4 1.45 ± 0.04 72 ± 14
TA2265_3 Bottom 40.4 65 ± 8 12 1.45 ± 0.04 45 ± 6

TA2266 Top 0.6 55 ± 8 8 1.53 ± 0.04 36 ± 5 33±2 15
TA2266 Top 2.25 54 ± 9 6 1.31 ± 0.04 41 ± 7
TA2266 Top 3.75 43 ± 3 3 1.30 ± 0.04 33 ± 3

TA2266 Bottom 34.75 105 ± 34 3 1.30 ± 0.04 81 ± 27 62±12 12
TA2266 Bottom 36.25 26 ± 25 2 1.30 ± 0.04 20 ± 19
TA2266 Bottom 37.75 48 ± 22 3 1.31 ± 0.04 37 ± 17
TA2266 Bottom 39.4 135 ± 20 4 1.53 ± 0.04 88 ± 13

TA2267 Bottom 44.75 84 ± 19 5 1.32 ± 0.04 64 ± 13 – 56±4 13
TA2267 Bottom 46.25 81 ± 3 3 1.32 ± 0.04 61 ± 3
TA2267 Bottom 47.75 82 ± 8 3 1.33 ± 0.04 62 ± 6
TA2267 Bottom 49.55 79 ± 10 3 1.55 ± 0.03 51 ± 7

TA2268_2 Top 0.6 138 ± 28 3 1.66 ± 0.03 83 ± 17 74±7 18
TA2268_2 Top 2.25 87 ± 12 3 1.46 ± 0.03 60 ± 9
TA2268_2 Top 3.75 111 ± 6 3 1.45 ± 0.03 76 ± 5
TA2268_2 Top 5.25 135 ± 16 3 1.45 ± 0.03 93 ± 12
TA2268_3 Top 0.6 143 ± 44 3 1.66 ± 0.03 87 ± 27
TA2268_3 Top 2.25 63 ± 10 3 1.46 ± 0.03 44 ± 7

TA2268_1 Bottom 41.4 42 ± 7 5 1.66 ± 0.03 25 ± 4 43±4 18
TA2268_2 Bottom 39.75 73 ± 11 3 1.46 ± 0.03 50 ± 7
TA2268_2 Bottom 41.4 99 ± 14 8 1.66 ± 0.03 60 ± 8
TA2268_3 Bottom 41.4 71 ± 11 3 1.66 ± 0.03 43 ± 7
9
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Fig. 6. (a) Typical dose response curve from a surface slice from cobble TA2268. Circles: sensitivity corrected regenerated OSL signals. Triangle: natural sensitivity corrected OSL
signal (𝐿𝑛∕𝑇𝑛). Open circle: recycling point. Inset in (a) Range of OSL stimulation curves measured for the natural signal (grey solid lines). For comparison, the natural stimulation
curve measured from an aliquot of calibration quartz is also shown (dashed red line). (b) Surface natural doses dependence on preheat temperature using three aliquots for each
preheat temperature for surface slices from cobble TA2268. The red horizontal line indicates the thermally stable plateau. (c) The ratio of the measured doses (after correction for
thermal transfer) to the known given dose of 67 Gy (dose recovery ratio). (d) Thermal transfer (𝑇 ) doses used to for correction in the dose recovery experiment.
a
200 to 260 ◦C. Above this interval the equivalent dose appears to
decrease.

Figs. 5c, 5d and 5e show frequency histograms of individual IR
epletion ratios, recycling ratios and relative recuperation values, re-
pectively. The respective insets show the relationship between these
alues and their individual dose estimates (normalised to the sample
verage). Clearly, there is no correlation with dose and applying com-
only used rejection criteria (e.g.recycling ratios must be consistent
ith unity within two standard deviations) would only result in less
recise dose estimates (see Murray et al., 2021, and references therein).

To evaluate our ability to recover a known given dose using the
hosen measurement protocol, a series of dose recovery experiments
ere undertaken. In these experiments, the individual aliquots were

irst bleached twice for 100 s (with an intervening pause of 10,000
) using the blue LEDs at room temperature, before a laboratory dose
anging between 25 and 600 Gy was given to individual aliquots. Our
hosen SAR protocol was then used to measure these laboratory given
oses. Dose recovery ratios (measured dose divided by given dose) are
hown as a function of given dose in Fig. 5f (squares), where each point
s an average of doses determined from at least 6 individual aliquots.
ll dose recovery ratios up to a given dose of 260 Gy (corresponding to
2.1×𝐷𝑐) are considered to be satisfactory (i.e.within ±10% of unity),

but for larger given doses the dose recovery ratio decreases with given
dose. The inset to Fig. 5f shows how the dose recovery ratio varies as a
function of the relative number of individual dose estimates which in-
terpolate above 2×𝐷𝑐 on the dose response curve (or do not interpolate
n the dose response curve at all, i.e.no bounded dose estimate could be
erived). When the number of individual aliquots with 𝐷𝑒 > 2 × 𝐷𝑐 is

≳40% the dose recovery ratio becomes unacceptable, i.e.< 0.9. Thus,
ur ability to recover a laboratory dose decreases as the number of
10
liquots interpolating above 2 ×𝐷𝑐 increases. However, as pointed out
by Murray et al. (2021), the sensitivity-corrected luminescence (𝐿𝑛∕𝑇𝑛)
is the measured quantity, not the dose. In the saturating part of the
dose response curve even small uncertainties in this (𝐿𝑛∕𝑇𝑛) ratio will
be greatly enhanced on the dose axis and can thus lead to unbounded
estimates of dose; these cannot be included in the dose recovery ratio,
which is thus biased towards those values which can be interpolated,
i.e. low values. Rather, in order to determine whether the protocol
is performing as well as can be expected, one should investigate the
behaviour of the light recovery ratio, i.e.the ratio of the sensitivity
corrected signal from a regenerated dose (L𝑥/T𝑥, equal to the given
dose) to the signal from the given dose (L𝑛/T𝑛). This ratio does not
involve interpolation, and so includes values greater than unity. This
average ratio of the sensitivity corrected light levels is also shown in
Fig. 5f, and indeed the values are acceptable for all given doses. Thus,
the light levels can be accurately recovered up to at least 600 Gy,
and so the underestimation observed in the dose recovery ratios for
given doses larger than approximately 260 Gy is not caused by the
luminescence characteristics. Rather it arises from the bias involved in
interpolation on the DRC and the unavoidable rejection of non-finite
dose estimates (Singh et al., 2017).

5.1.2. Cobble quartz luminescence characteristics
A single-aliquot regenerative (SAR) protocol (Wintle and Murray,

2006) was adopted for equivalent-dose measurements (see Section 3.3).
Fig. 6a shows a SAR dose response curve from a surface slice of cobble
TA2268 and the inset shows representative natural OSL decay curves
(grey lines). A significant difference in decay shapes is observed with
variable amounts of medium component. For comparison a calibration
quartz decay curve (dashed red line) is also shown. Despite a variable
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Fig. 7. Sediment multi-grain dose distributions for all samples, except sample TA2247 for which only 9 aliquots gave bounded dose estimates, i.e.61% of the measured L𝑛/T𝑛
alues did not give bounded dose estimates when interpolating onto the respective dose response curves. Doses accepted after application of the IQR criterion are shown as black
ars, whereas rejected dose estimates are shown as white bars. The legend for each sample gives the arithmetic mean dose and its standard error of all measured aliquots giving
bounded dose estimate. Also given is the total number of measured aliquots (𝑛𝑡𝑜𝑡) and the number of aliquots rejected by the IQR criterion (𝑛𝐼𝑄𝑅).
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ontribution from medium/slow components, on average the natural
SL signal is dominated by the fast-component. The use of early back-
round subtraction helps to maximise the fast component contribution
n signal summation (Ballarini et al., 2007; Murray et al., 2021).

In order to determine the appropriate measurement conditions,
atural and dose recovery preheat tests were carried out using quartz
rains extracted from the surface slices taken from cobble sample
A2268 (see Fig. 6b and 6c, respectively). The preheat temperature
as varied between 160 and 280 ◦C, and the cutheat temperature was
0 ◦C less than the preheat temperature. In Fig. 6b we show estimated
atural doses from measurements as a function of preheat temperature.
plateau in the measured equivalent doses is observed in the preheat

emperature range from 160 ◦C to 240 ◦C (dashed line). The average
11

b

ecycling ratio for this temperature range was 0.965±0.011 (n=15).
t temperatures >240 ◦C the average doses increase significantly by
30 Gy with preheat temperature. To assess the importance of thermal

ransfer (𝑇 ) as a function of preheat temperature, a group of aliquots
n=18) were bleached twice for 100 s at room temperature (with
n intervening pause of 10 ks) using the blue LEDs. The thermally
ransferred dose was subsequently measured using the SAR procedure
nd varying preheat temperatures (3 aliquots at each temperature) and
he results are shown in Fig. 6d. These doses increase with preheat
emperature from ∼ 0.2 Gy to ∼ 3 Gy, which is insufficient to explain
he ∼ 30 Gy difference observed in the natural preheat experiment
Fig. 6b). In the dose recovery preheat test, the aliquots were first
leached as in the thermal transfer experiment and subsequently given
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Fig. 8. Bordes-Fitte quartz luminescence ages vs depth. Sand-sized sediment (TA2248-61) multi-grain quartz ages are shown as triangles (MG Q 2013). Grey triangles show the
ediment ages obtained in this work, whereas open triangles (MG Q 2009) are the multi-grain ages from Thomsen et al. (2016) from GFU D2. The sediment age for TA2247 is not
hown as only a minimum age could be derived due to saturation effects. A Bayesian model (Bacon script Blaauw and Christen (2011)) using the depths as priors and only random
ncertainties for the individual ages is shown (black line). Dotted black lines show the total uncertainty including both random and systematic uncertainties at 68% confidence.
Note that the systematic uncertainties are: the cosmic ray dose rate (5%), the internal alpha dose rate in quartz (0.01 Gy/ka), water content (4%), beta source calibration (2%)
nd dose rate systematics (2%) (see Murray et al., 2021, for further details). The position of the individual GFU layers are indicated and the modelled ages at the interfaces
etween the different units provided. Rock surface ages (circles and diamonds) are derived from slices identified to be well-bleached by the pre-burial profile (WB profile ages,
ee text for details). Cobbles ages from TA2266-68 (all GFU D2) have been averaged and both top (red diamonds) and bottom (blue circles) ages are shown. Uncertainties on all
ges include both random and systematic contributions.
known laboratory dose of ∼ 67 Gy, close to the average equivalent
dose measured for the surface grains for this sample. The measured-to-
given dose ratios (after subtraction of the appropriate thermal transfer
doses) do not vary significantly over the temperature range from 160 ◦C
to 200 ◦C, where the average dose recovery ratio is 1.01±0.02 (n=9, see
Fig. 6c). This shows that our protocol can accurately measure a known
laboratory dose in this temperature range. The average 𝐷𝑐 value is
105±5 Gy (𝑛 = 334) and so it is reasonable to assume that the protocol is
applicable to at least 2×𝐷𝑐 ∼ 210 Gy. Based on these results, a preheat
temperature of 190 ◦C was chosen for further measurements; at this
temperature the recuperation signal is small (0.068% ± 0.015%, 𝑛 = 12),
the sensitivity change is 1.4±0.2, (𝑛 = 12), and the thermally transferred
doses negligible compared to the surface equivalent doses (0.3 ± 0.2%
on average).

5.2. Sediment burial doses

The measured multi-grain quartz dose distributions for all samples
(except TA2247 for which only 9 aliquots gave bounded dose estimates,
see below) are shown as simple dose histograms in Fig. 7. Dose esti-
mates rejected by the objective IQR criterion are shown in white. The
main effect of applying the IQR criterion is to reject high dose outliers,
but in some cases low dose outliers are also rejected. The average ratio
between the arithmetic average doses with and without the application
of the IQR criterion is 0.970±0.010 (n=15 samples). Thus, application
of the IQR criterion does not significantly affect the average values,
but it does reduce the uncertainty on the average equivalent dose by
∼ 25%.

Table 4 summarises the equivalent dose, the number of accepted
and rejected aliquots, the total dose rate (including the model correc-
tions for heterogeneity in the gamma field, see Section 4.2) and the
OSL burial age determined for each sample. The average equivalent
dose for GFU D is ∼ 120 Gy (n=10), for GFU C ∼ 150 Gy (n=4) and
12

for GFU B ∼ 300 Gy (n=1). However, it is worth noting that of the 23
aliquots measured for sample TA2247 (GFU B) only 9 bounded dose
estimates could be derived, i.e.∼ 60% of the aliquots were discarded
because of saturation effects. Thus, we consider it highly likely that
the equivalent dose (and hence burial age) determined for this sample
should be regarded as a minimum dose. The remaining samples all have
equivalent doses less than 260 Gy, and fall in the range where the dose
recovery ratios are acceptable (see Section 5.1.1). Thus, the OSL ages
for these samples (GFU D3-C) are regarded as reliable.

5.3. Sediment burial ages

Fig. 8 shows the resulting multi-grain sediment ages with depth
(triangles). The age for sediment sample TA2247 from GFU B is not in-
cluded as it was concluded earlier that it is inaccurate due to saturation
effects. The sediment burial ages are all consistent with stratigraphic
order, although the age of sample TA2251 (107±6 ka) is only just
consistent with the age of sample TA2250 (94±6 ka) taken 16 cm
below TA2251. Based on these data, we consider it highly unlikely that
unit GFU C was deposited in a single event; the uncertainties on the
individual ages would have to be increased by more than 200% to allow
the four sediment ages to become consistent with each other. For GFU
D1 we obtained four OSL ages, which all are consistent with an average
OSL age of 51.5±0.7 ka (n=4). The single sample taken from GFU D2
(TA2257) gives an OSL age of 46±2 ka. Previously measured multi-
grain OSL ages (Thomsen et al., 2016) from GFU D2 give an average
age of 44±2 ka (n=2) and are also shown in Fig. 8 (open triangles).
This age is consistent with both the new burial age determined from
this sampling campaign (i.e.TA2257, 46±2 ka) and with the Bayesian
modelling results (see below). The four sediment ages obtained for GFU
D3 are all consistent with the average age of 40.4 ± 1.0 ka (n=4).

5.4. Sediment depth-age modelling

We have modelled this depth-age relationship for the multi-grain

quartz ages using Bayesian statistics with the sediment burial depths
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Fig. 9. Cobble multi-grain quartz dose distributions normalised to the total number of measured aliquots (𝑛𝑡𝑜𝑡) from both the top and the bottom of the individual cobbles (except
ample TA2267). Dose estimates remaining after application of the IQR criterion are shown as grey bars, rejected data are shown as white bars. The legend for each sample gives
he arithmetic mean dose and the standard error of all measured aliquots giving a bounded dose estimate. The total number of measured aliquots (𝑛𝑡𝑜𝑡) and the number of aliquots

rejected by the IQR criterion are also given (𝑛𝐼𝑄𝑅).
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as priors (Bacon script, Blaauw and Christen (2011)). For modelling,
only random uncertainties on the individual ages were used, although
total (random and systematic) uncertainties are presented on each age
in Fig. 8. The Bayesian model results are shown as a black solid line and
the dashed lines around define the total uncertainty band (including
both random and systematic uncertainties) at 68% confidence. The
sediment ages are all consistent with the Bayesian model except two
samples (TA2249 and TA2251) both from GFU C. Based on this model,
unit GFU D3 was deposited between 40 ± 2 and 44 ± 2 ka, GFU D2
between 44 ± 2 and 48 ± 3 ka, GFU D1 between 48 ± 3 and 57 ± 3 ka
nd GFU C more than 57±3 ka ago (all uncertainties are quoted at the
8% confidence level).

.5. Rock surface burial ages

To derive burial ages from the four cobbles we have used two differ-
nt approaches: (1) Measuring the burial dose for several surface slices
nly (i.e.depths < 1.2 mm; no deep coring was used to obtain these
ata) and (2) Measuring luminescence-depth profiles for the entire
ength of each cobble and using modelling of these profiles (Freiesleben
t al., 2015) to obtain cobble burial estimates.

.5.1. Rock surface burial ages from surface slices
One of the main advantages of rock surface burial dating when com-

ared to standard sediment dating is that by measuring luminescence-
13

epth profiles into the rock, one can directly estimate the degree of O
esetting of the luminescence signal at the rock surface at the time of
urial. However, rock sample preparation (i.e.coring, slicing, chemical
reatment) is labour intensive and from a single slice (ø 10 mm,
hickness ∼ 1.2 mm) there was only sufficient material to make ∼ three

mm multi-grain aliquots. Given the observed scatter in quartz dose
stimates, it is clearly desirable to obtain more material. In this study
20 surface slices were taken from both the top and the bottom of each

f the four cobbles without coring the full length of the cobbles. These
lices were irregular in shape but had a mean thickness of 0.7±0.1mm.
rom cobble TA2267 only data from the bottom side is available,
ecause this cobble was too fragile to extract slices, and the top surface
id not have sufficient regular suitable locations from which to extract
hort cores. Our SAR protocol was used to measure the equivalent doses
𝐷𝑒) recorded by grains extracted from slices from the cobble surfaces
top and bottom) and the resulting distributions of equivalent doses are
hown in Fig. 9. Grey bars indicate dose estimates rejected by the IQR
riterion. The dose distributions are generally symmetric around the
verage dose, except for the top of cobble TA2266, which appears to
e significantly positively skewed. This is potentially a concern as it
ay indicate that this surface either was not bleached uniformly prior

o burial or more likely that a part of the cobble surface had broken
ff (this surface was noticeable friable and grains could be rubbed off).
or the remaining samples the average doses range between ∼ 80 and
10 Gy and the resulting ages between ∼ 48 and 80 ka (see Table 4).

n average the surface slices overestimate the corresponding sediment
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Fig. 10. Normalised sensitivity-corrected luminescence L𝑛/T𝑛 profiles from cores drilled from buried surfaces from top (𝑥 = 0) to the bottom of cobbles TA2265-68. For some
obbles multiple cores were drilled and these are labelled _i, where i is 1, 2 or 3. The data have been normalised to the profile saturation value. Each data point is an average of
he results from three aliquots. Uncertainties are one standard error. Fitting these data using the multiple event model (Freiesleben et al., 2015) with one exposure followed by a
ingle burial (Eq. (7)) results in the full black lines with 68% confidence intervals (grey areas). The predicted pre-burial profiles (Eq. (6)) are shown as orange dashed lines and
onfidence intervals at 68% (orange areas). Vertical solid lines (magenta) indicate the depths to which the surfaces are predicted to have been well bleached (see text for details).
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ges by 34±6% and 23±11% for the top and bottom sides, respectively,
ossibly indicating that at least the top sides of the cobbles were not
ell-bleached possibly because the cobbles were not intact.

.5.2. Luminescence-depth profiles
As stated above, one of the major advantages of rock surface com-

ared to sediment OSL dating is that rocks record information about
ast burial and exposure events. Such information can be extracted by
pplying appropriate mathematical models to measured luminescence-
epth profiles, i.e.it is possible to directly assess whether the rock sur-
ace was well-bleached at burial. Here we have measured luminescence-
epth profiles from top to bottom for all cobbles, except for cobble
A2267 where only the bottom part of the profile could be obtained.
his was done by measuring natural sensitivity corrected OSL signals
L𝑛/T𝑛) from quartz grains extracted from individual rock slices ob-
ained from one to three cores drilled completely through the cobbles
thickness of ∼ 4 cm). The resulting profiles are shown in Fig. 10, where
= 0 is the top surface. At each depth, a minimum of three aliquots
14

ere measured.
A simple visual inspection of the profiles suggests that both the top
nd bottom of the cobbles have received a significant daylight exposure
rior to burial. The only exceptions to this are the two top surfaces of
A2265_1 and TA2268_1 (at 𝑥 = 0 mm).

Modelling is required to obtain an analytical description of the
uminescence-depth profiles and the variation of total dose rate with
epth. Sohbati et al. (2012a) suggested a first-order model which
escribes the resetting of the OSL signal with depth during a single
leaching event (Eq. (6), excluding trap refilling during light expo-
ure). Freiesleben et al. (2015) expanded this model to include multiple
equential exposure and burial events in a unified equation (Eq. (7)
or a single exposure and burial event), where Eq. (6) is the initial
ondition (𝑛1) in Eq. (7).

𝑛1(𝑥, 𝑡𝑒) = 𝑛0𝑒
−𝜎𝜑0𝑡𝑒𝑒−𝜇𝑥 (6)

𝑛2(𝑥, 𝑡𝑒, 𝑡𝑏) = (1 − 𝑇 )
(

(𝑛1 − 1)𝑒
−�̇�(𝑥)
𝐷𝑐

𝑡𝑏 + 1
)

+ 𝑇 (7)

where 𝜎𝜑0 [ka−1] is the detrapping rate constant at the surface of the
cobble averaged over all wavelengths in the light spectrum reaching the
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sample, 𝜎 [cm2] is the photoionisation cross section, 𝜑 [cm−2 ka−1] is
the incoming photon flux, and 𝜇 [mm−1] is the inverse of the mean
free path of photons in the cobble, assumed to be constant with depth.
For the buried surfaces, 𝑡𝑏 (ka) is the time elapsed since final burial,
whereas 𝑡𝑒 is the preburial exposure time (ka), �̇�(𝑥) is the dose rate
(Gy ka−1, see Eq. (1)), and 𝐷𝑐 characterises the rate of trapping, so
that �̇�(𝑥)∕𝐷𝑐 is the probability of trap filling per unit time. Note that
thermal transfer is included in the model as 𝑇 .

Eq. (7) (using the dose rate depth dependence described in Eq. (1))
is used to fit the measured data. The resulting fits are shown in
Fig. 10 as black lines (the grey uncertainty band is drawn at 68%
confidence). Using the best-fit parameter values of 𝜇 and 𝜎𝜑0𝑡𝑒 in
q. (6), the pre-burial profile (see dashed orange line in Fig. 10) can be
etermined. Visual inspection of these pre-burial profiles indicate that
ll surfaces were well-bleached at burial (excluding the top surfaces
f TA2265_1 and TA2268_1), i.e.these pre-burial profiles are ‘‘flat’’
nd close to zero near the surfaces. However, the degree of bleaching
f the cobble surfaces before burial can be formally estimated using
he fitting parameters obtained to predict the shape of the pre-burial
uminescence profile. To determine whether a surface is well-bleached
e define the following criterion: the rock surfaces were well-bleached

o the depth where the value of the predicted pre-burial profile (𝑛1(𝑥))
s less than 5% of the light level after burial at same depth, i.e.where
1(𝑥) + 𝑠𝑒 − 𝑇 ≤ 0.05 × (𝐿𝑛,𝑠∕𝑇𝑛,𝑠(𝑥) − 𝑇 ), where 𝑠𝑒 is the half width of
he confidence band and 𝑇 is thermal transfer.

The resulting depths are shown as magenta solid vertical lines in
ig. 10. All aliquots from these depths or shallower are considered to
e well-bleached. Doses measured from these aliquots are therefore
onsidered reliable (at least from the point of view of bleaching) and
sed to determine burial ages.

Burial ages determined from these depths are not significantly dif-
erent from the burial ages determined from the corresponding surface
lice from same core (at 95% confidence), although the ages derived
articularly from bottom of TA2266 (i.e. TA2266b) are scattered and
oorly known (see Table 5). Thus, we conclude that all bottom surfaces
ere well-bleached to a depth including, at least, the first data point.
n the other hand, two of the luminescence profiles from the top

urfaces (TA2265_1 and TA2268_1) indicate that at least some parts of
hese surfaces were either not significantly bleached at burial and/or
ave suffered from erosion (Sohbati et al., 2018), such that the well-
leached part has been removed. Assuming that all well-bleached ages
stimated from the same sample and the same side come from the
ame distribution we apply the inter quartile rejection criteria to all
ges (top and bottom) from each sample. The resulting distributions are
een in Fig. 11 with grey bars indicating accepted ages and white bars
ndicating rejected ages. The arithmetic mean age (calculated without
pplication of the IQR criterion) and its standard error (random only)
f all measured aliquots are given in the legends.

To further support the conclusion that some parts of the top sides
rom samples TA2265 and TA2268 were probably not well-bleached,
e compare ages from the top and bottom for each cobble (see Fig. 12a,
lack squares). Only for one cobble (TA2265) is there good agreement
etween the top and bottom. In Fig. 12a, we also compare the top
nd bottom ages for all surface slices (pink triangles, see also Table 4)
nd again observe a relatively poor agreement between top and bottom
ges, except for cobble TA2268. In Fig. 12b, we compare the surface
lice ages with the well-bleached profile ages. For the bottom sides,
here is a good agreement between the surface ages (Table 4) and the
ell-bleached profile ages (Table 5) with an average ratio of 1.12±0.16

n=4) (blue circle points). Only for cobble TA2268 are the two ages
ot consistent with each other (ratio of 1.53±0.17). However, for the
op sides (red diamond symbols), the results are highly scattered with
n average ratio of 1.6±0.5 (n=3). The agreement is particularly poor
or cobble TA2266, which has a surface slice age of 80±8 (n=47)
nd a profile age of 33±2 ka (n=15). For the top sides the poor
15

greement probably indicates that different parts of the cobble surfaces
xperienced different bleaching histories and/or that the surfaces were
ot intact. Thus, subsequently we only use burial ages derived from
ores where the profiles have been identified to be well-bleached at
urial. We conclude that the ages derived from surface slices exclu-
ively (i.e.only the first 1.2 mm and not the full profile, see Table 4)
re not accurate.

.5.3. Well-bleached rock surface burial ages
All the profiles that we have used to derive ages from the tops

nd bottoms of these rocks have been identified as well bleached. For
he rock sample TA2265 from unit D1 the top and bottom ages are
onsistent and give an average age of 50±3 ka (n=44). For the two rock
amples from unit D2 (TA2266 and -68) for which we have both top
nd bottom ages, these are not consistent. For sample TA2266 the top
ge of 33±3 ka is significantly younger than the bottom age of 62±12 ka.

This sample was taken from the top of GFU D2 and so it is possible that
it records the deposition of the overlying GFU D3, however the average
sediment age, 40.4 ± 1.0 ka, is significantly older. In the other case of
rock TA2268 the surface age of 74± 7 ka is significantly older than the
bottom age of 43 ± 4 ka. This rock was also sampled from the top of
GFU D2. Thus, this older top age is difficult to accept because it would
require that after complete bleaching the rock remained completely
unexposed for approximately 30 ka even although it ended up on the
top of GFU D2. Thus, although we cannot rule out the possibility that
the various ages recorded by the top and bottoms of these two rocks
do indeed record different events, it seems much more likely that these
differences in age result from variability in our measurements and so
should be treated as estimates of the age of a single event. It is also
interesting to note that the average of the ages of the top surfaces (54
ka) is very similar the two bottom surfaces (53 ka).

In Fig. 8, we show the average layer cobble-burial ages from profiles
determined to have been well-bleached at burial (both bottom and top
sides), i.e.for GFU D1 (TA2265) a cobble age of 50 ± 3 ka (𝑛 = 44) and
for GFU D2 (TA2266-68) a cobble age of 54 ± 4 ka (𝑛 = 76). Both of
these ages are consistent with the corresponding sediment multi-grain
quartz ages, i.e.51.5±0.7 ka (n=4 samples from GFU D1) and 46±2 ka
(n=1 sample from GFU D2) and the Bayesian depth-age model based
on the sediment ages (TA2248-61).

6. Discussion and conclusion

The main purposes of this study were both to establish a reliable
absolute OSL chronology for the lower layers (i.e.GFU D3-B) at the
Les Roches D’Abilly site and to test the accuracy of this chronology
using OSL rock surface luminescence dating on four cobbles found
in GFU D1 and D2. The resulting OSL multi-grain quartz chronology
is considered to be robust and reliable with all ages consistent with
stratigraphic order (although sample TA2251 at 181 cm (107±6 ka)
is only just consistent with sample TA2250 (94±6 ka) at 197 cm).
No bounded OSL age could be derived from the single sample taken
in GFU B (TA2247) as the OSL signal appeared to be saturated. The
sediment OSL age derived for layer GDF D2 (46±2 ka) is in excellent
agreement both with previously published OSL ages for this unit and
with radiocarbon ages for GFU D2 (age range 45.1–41.5 ka cal BP at
95% confidence, Thomsen et al. (2016)). For layer GFU D1 the four OSL
ages increase systematically with depth but are all consistent with an
average OSL age of 51.5±0.7 ka (n=4). The Bayesian depth-age model
for the sand-sized sediment ages (see Fig. 8) indicates that the sterile
layer GFU D3 was deposited rapidly between 40±2 ka and 44±2 ka
ago before the Auriginacian occupation (AMH) of the site. Similarly,
GFU D2 containing Châtelperronian blades on top of tools produced
by the Discoidal reduction scheme was deposited between 44±2 ka
and 48±3 ka ago. Thus, the technological change from Discoidal to
blade production occurred in this time range. GFU D1 (containing lithic
assemblages obtained using Levallois recurrent and lineal methods) was
deposited between 48±3 ka and 57±3 ka ago. Independent age control
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Fig. 11. Cobble multi-grain quartz normalised age distributions from well-bleached depths, from both the top and the bottom of the individual cobbles (except sample TA2267t).
Because the individual aliquots come from different depths with slightly different dose rates (see Table 5) it is necessary to average ages rather than equivalent doses. Ages after
application of the IQR criterion are shown as grey bars, whereas ages estimates rejected by the IQR criterion are shown as white bars. The legend for each sample gives the
arithmetic mean age and standard error of all measured aliquots (i.e.without application of the IQR criterion) giving a bounded dose estimate. Also given is the arithmetic mean
after including application of the IQR criterion (Mean𝐼𝑄𝑅). The total number of measured aliquots (𝑛𝑡𝑜𝑡) and the number of aliquots rejected by the IQR criterion (𝑛𝐼𝑄𝑅) is also
shown.

Fig. 12. (a) Comparison between cobble ages derived from the top and bottom sides of each cobble derived from surface slices only (pink triangles), and ages derived from slices
determined to be well-bleached using modelling of luminescence-depth profiles (black squares). (b) Comparison between well-bleached profile ages and surface ages, respectively
from the top (red diamonds) and the bottom (blue circles) sides of the cobbles, respectively. Only random uncertainties are included in this comparison. The IQR criterion was
applied to all data sets.



Quaternary Geochronology 73 (2022) 101406T.H. Freiesleben et al.
from 14C exists for four GFU levels (F, E, D2 and D1). Five 14C AMS
ages gives an age span of 45.1–41.5 ka cal BP for GFU D2, which is in
good agreement with the ages derived from the Bayesian OSL depth-
age model. For GFU D1 a single 14C AMS age of 48.4–42.7 ka cal BP
(at 95%) is available. Although this age is strictly consistent with the
Bayesian OSL age range of 48±3 to 57±3 ka, unless the 14C samples
was taken at the very top of the unit, it probably underestimates the
age. We regard the OSL ages for this unit as more reliable, because
underestimation by 14C in this age range is widely recognised (Jacobi
et al., 2006; Song et al., 2018; Zilhão et al., 2021; Devièse et al., 2021).

Considerable qualitative information on the daylight exposure and
burial history of the rock samples was obtained by measuring op-
tically stimulated luminescence at different depths in four cobbles.
The underlying luminescence profiles were investigated and well-
bleached rock surfaces identified, and thus dated with confidence.
Using luminescence-depth modelling, insight into the degree of bleach-
ing prior to the burial event was obtained. In this study, it has proved
possible to derive rock surface burial ages from 1 cm diameter cores
drilled through the cobbles from top to bottom. Our data and modelling
suggest that the bottom sides of the cobbles from Les Roches D’Abilly
were all well-bleached before burial. The top sides were in some
parts of the cobbles determined to be well-bleached but in other parts
incompletely bleached. The latter presumably arose either because the
cobble surfaces were not exposed uniformly to light prior to burial
or, more likely, parts of the surfaces broke off either shortly before
burial or some time there after. Sampling cobble luminescence-depth
profiles is labour intensive, and we also investigated whether accurate
burial ages could be obtained by simply measuring surface slices. The
average of all burial ages obtained from such surface slices from the
bottom sides of the cobbles are in good agreement with those derived
from profiles determined to have been well-bleached. However, the
use of surface slices from the upper surfaces tends to overestimate
those derived from well-bleached profiles. This suggest a different
bleaching history for some parts of the top surfaces; as a result we only
draw conclusions from the known well-bleached profiles, rather than
including all the measured top surface slices. The burial ages obtained
from rock surfaces are in good agreement with the ages obtained by
standard multi-grain quartz OSL dating methods for the sediments.

Well-bleached rock surfaces give 50 ± 3 ka and 54 ± 4 ka for level
D1 and D2, respectively, consistent with the Bayesian depth-age model
based on multi-grain quartz sand-sized sediment ages of 51.5 ± 0.7 ka
(depth 153–160 cm) and 46± 2 ka (depth 138 cm) for level D1 and D2
respectively.

This study serves to confirm the suggestion that rock surfaces con-
tain a record of exposure and burial history. It also demonstrates
the value of luminescence-depth profiles when used to test the as-
sumption of complete bleaching. Such direct bleaching information is
not available in standard optically stimulated luminescence sediment
dating.
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