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ABSTRACT: In our recent work, J. Chem. Phys. 2013, 138,
154712, we demonstrated the feasibility of unidirectional
pumping of water, exploiting translational−rotational momen-
tum coupling using nonequilibrium molecular dynamics
simulations. Flow can be sustained when the fluid is driven
out of equilibrium by an external spatially uniform rotating
electric field and confined between two planar surfaces
exposing different degrees of hydrophobicity. The permanent
dipole moment of water follows the rotating field, thus
inducing the molecules to spin, and the torque exerted by the
field is continuously injected into the fluid, enabling a steady conversion of spin angular momentum into linear momentum. The
translational−rotational coupling is a sensitive function of the rotating electric field parameters. In this work, we have found that
there exists a small energy dissipation region attainable when the frequency of the rotating electric field matches the inverse of the
dielectric relaxation time of water and when its amplitude lies in a range just before dielectric saturation effects take place. In this
region, that is, when the frequency lies in a small window of the microwave region around ∼20 GHz and amplitude ∼0.03 V Å−1,
the translational−rotational coupling is most effective, yielding fluid velocities of magnitudes of ∼2 ms−1 with only moderate fluid
heating. In this work, we also confine water to a realistic nanochannel made of graphene giving a hydrophobic surface on one side
and β-cristobalite giving a hydrophilic surface on the other, reproducing slip-and-stick velocity boundary conditions, respectively.
This enables us to demonstrate that in a realistic environment, the coupling can be effectively exploited to achieve noncontact
pumping of water at the nanoscale. A quantitative comparison between nonequilibrium molecular dynamics and analytical
solutions of the extended Navier−Stokes equations, including an external rotating electric field has been performed, showing
excellent agreement when the electric field parameters match the aforementioned small energy dissipation region.

■ INTRODUCTION

In the broad field of nanotechnology, nanofluidics has achieved
a privileged position, with potentially vital applications such as
the removal of toxic inorganic species from water,1 desalina-
tion,1,2 and cell biology.3 Moreover, the interest aroused by the
exceptional properties of nanoflow conduits like graphene and
carbon nanotubes,4−6 provides even more stimulation for its
rapid progress.
Flow manipulation at the nanoscale can be achieved by

applying external forces on the fluid, such as pressure gradients
or electric fields as in electroosmotic flow.7 Modern approaches
include diffusio-osmosis,8 vibrating carbon nanotubes,9 and
temperature gradients.10 Specific charge distributions on carbon
nanotubes mimicking the membrane acquaporin,11 or polar-
ization drag effects,12 are examples of recent advances
exploiting the electric field, which dominates at the nanoscale
level.
Recently, a noncontact methodology to pump water at the

nanoscale has been proposed,13,14 which does not require
external mechanical intervention or charge injection into the

fluid. Its theoretical foundation, which relies upon the coupling
between linear streaming momentum and the intrinsic angular
momentum,15−18 has been established,13,14,19−25 and the first
nonequilibrium molecular dynamics (NEMD) experiment
demonstrating its feasibility has been only recently carried
out.26 Two conditions must be satisfied to attain a net flow rate
production. First, a spatially uniform rotating electric field
(REF) acts on the polar fluid.13,14,19,26 The water molecule has
an asymmetric partial charge distribution giving rise to a
permanent dipole moment. A uniform electric field cannot
exert a net force on the center of mass of a water molecule, but
it exerts a torque that rotates the dipoles. Owing to the
intermolecular interactions, the excited rotations enable
conversion of spin angular momentum into streaming linear
momentum. Second, the fluid must be confined between
surfaces with different degrees of hydrophobicity to reproduce
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the asymmetric boundary conditions (BC) required by the fluid
to attain a net flow production. In molecular dynamics,
asymmetric BCs can be implemented with walls having
different wetting characteristics, to provide the stick-and-slip
velocity BC at the hydrophilic and hydrophobic interfaces,
respectively. However, implementing a symmetric BC (i.e.,
confining water between two identical planar walls) results in a
zero net flow, although some characteristics of the fluid
dynamics are preserved, as will be detailed later.
In our previous work,26 we performed NEMD simulations of

water molecules confined between highly idealized surfaces.
Applying a REF with frequencies ≈20 GHz and high field
strengths ≈0.2 V Å−1, fluid velocities ≈50 ms−1 were obtained.
We reported a qualitative agreement with the extended
Navier−Stokes equations (ENS), which were also solved
numerically in the steady state taking the velocity and angular
velocity BC from NEMD simulation data.
In this work, we use realistic surfaces to reproduce the stick-

and-slip velocity BC near the interfaces. Moreover, since the
ENS were solved under the assumption that the system is in the
linear regime,14 we employ a lower range of REF amplitudes
than the one used by De Luca et al.26 and the lowest value of
this range will be used in the last section as a reference value to

compare theory with NEMD simulations. Our aim in this work
is to demonstrate by computer simulations that an actual
physical experiment of such a system using realistic material
channels is feasible.

■ SIMULATIONS

We employ NEMD techniques with code developed by the
authors. The first objective of our investigation is to measure
fluid velocities when realistic walls confine water molecules, in
particular, implementing the symmetric channels composed of
two equal hydrophobic walls and the asymmetric channels
composed of one hydrophilic and one hydrophobic surface.
Confining surfaces are selected according to their ability to
reproduce stick-and-slip velocity boundary conditions at the
wall−water interface. Silica materials and carbon-based
structures may be used as hydrophilic and hydrophobic walls,
respectively. We select β-cristobalite SiO2, whose structure,27

water adsorption characteristics, and strong hydrophilicity have
been investigated.28,29 The Si atoms of β-cristobalite form the
diamond structure with a cubic unit cell of 0.716 nm size. Each
Si is surrounded by four oxygens arranged in a tetrahedron with
bond angles of 109.47°. The network is cut along the (111)
plane and the unsaturated oxygens were hydroxylated with

Figure 1. (top left) Perspective view of the symmetric system (i.e., composed of two graphene sheets). Partially transparent water molecules are
depicted between the walls. (top right) Ortographic view of the asymmetric system (i.e., graphene and β-cristobalite), rotated around the y axis by
45°. Nonbridging oxygens (nbO) are orange, bridging oxygens (bO) red, and silica yellow. The nbO are saturated with hydrogen (white). The
distance h represents the center of mass separation between the two walls. The red circle (top left) shows the direction of rotation of the external
electric field, lying on the x−y plane. (bottom left) Water molecules confined between graphene and β-cristobalite. The carbon atoms of the
graphene sheet are colored in blue and the atoms of β-cristobalite are colored in yellow (silica) and dark green (bridging oxygens). The silanol−
SiOH groups (bonded to the innermost silica atoms) are colored in white (hydrogen) and red (nonbridging oxygens). The virtual particles of the VP
thermostat are colored in light blue and pink. (bottom right) Top-bottom view of the same system which shows the rectangular grid of the virtual
particles.
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hydrogen atoms at the distance of 1 Å from the oxygen,
perpendicular to the surface.29 Note that two different (111)
Miller planes may be chosen, depending on the distance
between the cut plane and a fixed reference point, thus giving
two possible silanol (−SiOH) surface densities, 4.54 or 13.53
OH/nm2.29 We selected 4.54 OH/nm2, since this density is
close to experimental surface charge densities for silica.30

The electric field performs work on the fluid, enhancing
viscous friction between fluid elements. The fluid temperature
increases and heat must be removed to attain the steady state.
To absorb heat excess from the fluid, we use a new thermostat
(so-called virtual particle scheme, or VP scheme) devised and
tested by us31 and suitable for nanoconfined fluids. This scheme
allows us to avoid a direct application of the thermostat on the
fluid molecules, enabling heat to be naturally conducted from
the fluid through the surface, as happens in a real experiment.
Moreover, walls can be kept rigid, thus improving the system
stability and saving computational time since they are not
thermalized. When frozen walls are implemented, it is
customary in MD to apply a thermostat directly to the fluid.
However, this may lead to unphysical results.32 If the fluid is
not coupled with a thermostat, a thermal wall is usually
implemented, in which the walls’ atoms vibrate around their
equilibrium lattice positions and absorb the excess heat by
means of their interactions with the fluid, at a rate which
depends on the stiffness of the spring constant. When a
complex and charged surface such as β-cristobalite confines a
polar fluid such as water, a reasonable value of the spring
constant which imparts stability, simultaneously enabling
efficient thermal transport through the walls, may be difficult
to obtain. We have verified that when water is exposed to the
aforementioned β-cristobalite surface and immersed in external
electric fields of the order used in this work, a very high spring
constant value is required to preserve wall stability, which is
reduced by the strong Coulomb interactions between water and
the charged surface. This leads to atomic vibrational frequencies
which degrade the thermostatting performance. Our thermo-
statting strategy31 enables a frozen β-cristobalite wall to coexist
with unthermostatted fluids. Thus, we bypass the risk that a
synthetic thermostat applied to the fluid may interfere with the
fluid dynamics, simultaneously enhancing system stability and
avoiding permeation of water molecules through the surface.
The thermostatting functionality is performed by the so-called
virtual particles (VP) located close to the walls, which vibrate
and interact only with the fluid molecules, absorbing the heat
excess.
A schematic diagram of the surface is plotted at the bottom

left of Figure 1 where β-cristobalite is positioned parallel to the
x−z plane. A snapshot of the system which also shows the VPs
is plotted at the bottom right of Figure 1. The Lennard−Jones
parameters for the silica surface were taken from Argyris et al.29

who examined static and dynamics properties of the SPC/E
water model33 (also used by us) in contact with the (111)
crystallographic face of β-cristobalite. Following their nomen-
clature, that is, indicating the bridging oxygen as bO (shared by
two SiO4 tetrahedra) and the nonbridging oxygen as nbO
(bonded to one Si atom), we fix εbO = 1.1911 kJ/mol, σbO =
0.27 nm, qnbO = −0.533e (e = 1.6 × 10−19 C is the fundamental
unit of charge), εnbO = 1.1911 kJ/mol, σnbO = 0.3 nm, εSi = 0, σSi
= 0, qSi = 1.283e, εH = 0, σH = 0, and qH = 0.206e. Note that to
preserve the electroneutrality of the whole system, we do not
use fqbO = −0.629e29 or the partial charge of the bO oxygen,

but we made a small correction to this value using qbO =
−0.587e.
A sheet of graphene,34 a hexagonal lattice of carbon atoms

with bond length 0.142 nm positioned parallel to the x−z
plane, represents the hydrophobic wall (top left of Figure 1).
The graphene is kept rigid for the reasons explained before,
regarding the rigidity of β-cristobalite. The Lennard−Jones
interaction potential parameters between the water’s oxygen
and carbon are εCO = 0.392 kJ/mol and σCO = 0.319 nm.35 We
consider two graphene sheets to represent the symmetric
channel and a sheet of graphene opposite to a slab of β-
cristobalite for the asymmetric channel.
The simulation box dimensions for the asymmetric channel

are Lx = 2.02 nm, Ly = 6.55 nm, and Lz = 2.63 nm, and for the
symmetric channel, Lx = 1.97 nm, Ly = 6.37 nm, and Lz = 2.13
nm, both periodic in the x and z directions. For the asymmetric
channel, the lattice constants of graphene and β-cristobalite
cannot simultaneously satisfy the same periodic boundary
conditions in the x and z directions, hence, to match their
crystal lattices in the simulation box, we distort the graphene
sheet by ∼7% in the x direction and ∼3% in the z direction. In
the study of the stability of graphene on a SiO2 surface,
distortions of ∼5% have been applied to correct for their lattice
constant mismatch.36 We have verified that simulating
Poiseuille flow, employing graphene and its deformed version
yields approximately equal slip velocities at the interface.
We use the rigid nonpolarizable SPC/E water model33 with

SHAKE37 constraining the O−H water bond length at 0.1 nm
and the H−O−H angle at 109.5°. The partial charges qH =
0.4238e and qO = −0.8476e reside on the hydrogen and oxygen
atoms of SPC/E, respectively, giving the permanent dipole
moment 2.35 D, in agreement with the experimental value of
2.9 ± 0.6 D.38 The interaction between water molecules is
modeled through the pairwise additive Lennard−Jones (LJ)
potential and point charge Coulomb interaction between atoms
making up the water molecules
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where the first term in parentheses represents the short-range
repulsive part and the second term models the dipole-induced
attractive part. The Coulomb term describes the electric
interactions between charged sites of different molecules,
computed with the Wolf algorithm39 with a cutoff truncation
radius of 0.918 nm. The Wolf method (which is a cut and
shifted method) may induce a spurious electric field in confined
systems.40,41 To investigate the magnitude of the fictitious field
induced by this method, we calculated the charge density
profile based on the atomic charges. Using the Poisson
equation for electrostatics, one can evaluate the electric
potential and thus the electrical field profile. Near the walls
the field is rapidly varying due to alignment of the water
molecules, but in the bulk it should be zero.40 In our system, we
observe a maximum fictitious field away from the wall of
around 0.003 V Å−1, which is 1 order of magnitude smaller than
the lowest external field amplitude applied. We therefore do not
expect this to have significant effects on results. We also test
whether the calculation of electrostatic interactions in the
inhomogeneous fluid with the Wolf method had a strong effect,
computing the viscosity by fitting the velocity profile for
Poiseuille flow simulations driven by an applied gravitational
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field, with no applied electric field. The value of the viscosity
obtained by extrapolating to a zero external gravitational field
was (6.9 ± 0.4) × 10−4 Pas, marginally higher than the value of
(6.5 ± 0.5) × 10−4 Pas obtained using the Green−Kubo
formula from independent homogeneous equilibrium simu-
lations on a 500 molecule system (using the full Ewald method)
at the same state point (found by extrapolating the average
temperature of the Poiseuille flow simulations to the zero field
limit, giving T = 311 K and ρ = 998 kg m3). Note that
translational−rotational coupling can also affect the velocity
profile obtained from Poiseuille flow simulations on molecules
with a nonzero moment of inertia, reducing the flow rate. This
is consistent with the slightly higher value of the effective
viscosity found here when the coupling is ignored. These values
are in good agreement with (7.13 ± 0.1) × 10−4 Pas obtained at
T = 298 K42 and with (6.63 ± 0.239) × 10−4 Pas at T = 303
K.43 The constant εij which represents the depth of the LJ
potential, is employed as an energy scale parameter, while σij,
the particle distance at which ϕij = 0, is used as a length scale
parameter; ε0 = 8.854 × 10−12 Fm1− is the vacuum permittivity.
The distance between two sites of different molecules is rij = |ri
− rj|, where ri and rj are the position vectors of the oxygen and/
or hydrogen sites of water, and the graphene, β-cristobalite
atoms, or the virtual particles. Note that the virtual particles
interact only with the water’s oxygens and not with the wall
atoms. The mass scaling factor corresponds to the mass of the
oxygen mO = 2.66 × 10−26 kg with the virtual particle mass mVP
= mO. For oxygen−oxygen interactions, we used the SPC/E
Lennard−Jones parameters ε = 0.6502 kJ/mol (energy scaling
factor) and σ = 0.3166 nm (length scaling factor), and for
hydrogen−hydrogen and oxygen−hydrogen, they are 0. The
interactions between water and graphene are represented only
by the LJ term, since graphene is considered neutral and rij in
this case indicates the distance between oxygen and carbon
sites. Equation 1 also models LJ interactions between water’s
oxygen and bO and nbO sites, and the Coulomb interactions
between water and β-cristobalite charged atoms, with LJ
parameters and partial charges as explained. The water’s oxygen
also interacts with the virtual particles. We fix εwVP = ε and σwVP
= σ for the Lennard−Jones interaction between virtual particles
and water. All the LJ interactions are truncated at r = 2.5σij,
where σij are evaluated with the Lorentz−Berthelot mixing
rules. The density of water is fixed at ρ = 998 kgm−3 for the
systems considered.
The separation between the walls is h = 2.57 nm for the

symmetric channel and the asymmetric channel and corre-
sponds to the distance between the center of mass of the two
graphene sheets (for the symmetric channel) and the distance
between the center of mass of the graphene sheet and the
center of mass of the innermost (closest to the fluid) bO β-
cristobalite layer (for the asymmetric channel), denoted with h
in Figure 1, top right. The walls are positioned symmetrically
with respect to the center of the simulation box along the y
direction with Ly ≲ 3h. To estimate the accessible volume for
water inside the symmetric channel, we consider an effective
distance between the walls obtained by subtracting from h =
2.57 nm the segment σCO, which accounts for the excluded
region next to the interfaces due to the repulsive part of the LJ
interactions. Hence, the number of water molecules in the
symmetric channel is Nw = ρLy′LxLz/mw, where Ly′ = h − σCO
and mw is the water mass. For the asymmetric channel, we
subtract σCO/2, which accounts for the graphene exclusion layer
and σObO/2 for the innermost bO layer of β-cristobalite. Again

Nw = ρLy′LxLz/mw, where Ly′ = h − (σObO + σCO)/2, except now
we subtract one water molecule for every SiOH surface silanol
group. Note that the distance between one nbO and the center
of mass of the innermost bO plane is ≃2 Å, and the intersilanol
group distance is ≃5 Å. We have checked equilibrium density
profiles, verifying that for N = 375 water molecules with the
asymmetric channel and for N = 314 with the symmetric
channel, the expected bulk densities were attained in the central
region of the channel.
To drive the flow out of equilibrium we apply a REF

represented by the time-dependent vector field E = E[cos-
(2πνt), sin(2πνt),0], where E and ν are the REF amplitude and
frequency. The field rotates in the x−y plane, as depicted in
Figure 1, top left. The torque exerted on a single water
molecule is

∑τ = − × qr r E( )
i

i i icm
(2)

where i indexes the hydrogen and oxygen atomic sites located
at ri, qi are the partial charges, and rcm is the center of mass. The
torque attempts to align the permanent dipole moment in the
REF direction, increasing its average angular velocity in the z
direction. This alignment is counteracted by the intermolecular
forces acting between molecules, by the thermal energy which
reverts the dipoles to random orientations, and by the
interfaces which hinder the dipoles’ ability to follow the field.
Only the orientational polarization mechanism is involved since
SPC/E is rigid and nonpolarizable. It is important to note that
we neglect any quantum and chemical reaction effect; in
particular, we do not explicitly account for atomic or electronic
polarization effects (thus neglecting the charge transfer
mechanism), since the proposed pumping method and the
hydrodynamic theory (with which we compare our NEMD
results in the last section) rely upon the orientational
polarization mechanism. We examine the REF amplitude
range of 0.01−0.15 V Å−1 and frequency in the microwave
region 20−300 GHz, which provide significant fluid velocities
in the accessible simulation time of 10−20 ns, without excessive
heating of water (when the frequency is not too high). These
field magnitudes are comparable to those used in NEMD
studies of microwave heating of water, in which a large fluid
heating is detected with 100 GHz and 0.1 V Å−144 and a
temperature increase of 50 K (after the initial T = 300 K) with
10 GHz and 0.02 V Å−1.45

The Newtonian equations of motion for the atoms
comprising water molecules with the inclusion of REF are

̇ =
m

r
p

i
i

i (3)

̇ = + qp F Ei i i i (4)

where Ei is the electric field acting on atom i, mi the mass, qi the
partial charge, and pi the laboratory momentum of atom i. Fi
represents the total intermolecular force acting on atom i due
to all other atoms and the forces exerted by the thermostat.31

Eqs 3 and 4 are integrated with the leapfrog method,46 with a
time step of Δt = 1.57 fs.
Water molecules are arranged at the beginning of the

simulation in a rectangular grid such that the oxygens do not
overlap. The particles performing the thermostatting function-
ality are distributed next to graphene and β-cristobalite and the
temperature of the thermostat is fixed at T = 298 K.31 During
the first 2 × 105 time steps, the system equilibrates and then the
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REF is switched on, allowing a further 6 × 106 time steps to
reach the steady state. Time averages of properties of interest
such as density, streaming velocity, streaming angular velocity,
specific torque, and temperature profiles, are accumulated
during the successive 8 × 106 time steps. Profiles are collected
by sampling every 10 time steps and employing standard
binning techniques46 with 101 bins of Δy = 0.25 Å size.
The streaming velocity vx(y), where x denotes the flow

direction and y the vertical direction (see Figure 1), has been
computed by means of the microscopic definition of the
momentum flux density

∑ δ= −J y t
L L

m v y y( , )
1

( )x
x z i

i x i i,
(5)

divided by the mass density

∑ρ δ= −y t
L L

m y y( , )
1

( )
x z i

i i
(6)

where i indexes the water molecule, mi is the mass of water, vx,i
is the x velocity component of the ith water molecule, and yi is
the center of mass of molecule i. Profiles are averaged over the
x and z coordinates on slabs defined by the two vertical
coordinates y and y + Δy, where y spans the width of the
channel (i.e., from 0 to 2.57 nm). When the simulation ends,
the streaming velocity is obtained computing

δ
δ

=
⟨∑ − ⟩

⟨∑ − ⟩
v y

m v y y

m y y
( )

( )

( )x
i i x i i

i i i

,

(7)

evaluated for every bin. The angle brackets represent time
averages over 8 × 106 time steps in the steady state. With the
same binning technique, we compute the molecular center of
mass kinetic temperature

∑=T
N k

m c
1

3 i
i im

w B
,cm

2

(8)

where ci,cm is the thermal velocity of the center of mass of
molecule i, meaning that the streaming velocity contribution, eq
7, is subtracted out.
The specific torque (torque per unit mass) injected into the

fluid by the REF is computed by binning the z component of
the torque, eq 2, for instance, evaluating

δ

δ

Γ

=
⟨∑ ∑ − − − − ⟩

⟨∑ − ⟩

y t
x x q E t y y q E t y y

m y y

( , )
(( ) ( ) ( ) ( )) ( )

( )

z

i j ij i cm ij iy ij i cm ij ix i

i i i

, ,

(9)

where the index i counts the water molecules and j indexes the
three charged sites of the SPC/E model. The term xij is the x
coordinate of site j of molecule i and the term xi,cm is the x
component of the center of mass position of molecule i, both
evaluated with respect to the simulation box reference frame.

Figure 2. (a) Streaming velocity profiles of water confined between two graphene layers (symmetric channel), with fixed electric field amplitude and
varying frequency (values on top and inside the legend, respectively). The horizontal axis (y coordinate of the simulation box) represents the
graphene−graphene center of mass distance. (b) Temperature profiles of water. (c) Specific torque profiles. (d) Streaming angular velocity profiles.
The horizontal axis represents the width h′ ≲ heff ≃ 0.80 × 2.57 nm ≃ 2 nm.
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The terms Eix(t) and Eiy(t) represent the REF x and y
components acting on qij, the partial charge of site j of molecule
i.
The spin angular velocity (streaming spin angular velocity) of

water molecules is computed from S = Θ·Ω,47−49 where S, Θ,
and Ω are the specific spin angular momentum vector, moment
of inertia tensor, and the streaming angular velocity vector,
respectively. The intrinsic (spin) angular momentum of a water
molecule is

∑= − × −mS r r v v( ) ( )j
i

ji j i ji j,cm ,cm
(10)

where i indexes the three sites of water molecule j, rji represents
the sites’ vector position, vji the sites’ velocity, rj,cm the center of
mass position, vj,cm the center of mass velocity, and mi the mass
of the hydrogen and oxygen. We compute the specific spin
angular momentum

δ

δ
=

⟨∑ − ⟩

⟨∑ − ⟩
y

y y

m y y
S

S
( )

( )

( )
j j j

j j j (11)

and the specific moment of inertia

δ

δ
Θ

Θ
=

⟨∑ − ⟩

⟨∑ − ⟩
y

y y

m y y
( )

( )

( )
j j j

j j j (12)

where j denotes water molecules with center of mass located
between yi and yi + Δi, Θj is the moment of inertia of the
molecule j, and the angle brackets refer to time averages. At the
end of the simulation, we solve the linear system

Θ Ω= ·y y yS( ) ( ) ( ) (13)

for Ω thus obtaining the streaming angular velocity profile
across the channel.47−49 The accuracy of the procedure can be
tested26 in a standard steady-state Poiseuille flow (flow in the x
direction and planar walls laying on the x−z plane with vertical
y direction), where for sufficiently wide channels (such that the
spin diffusion can be neglected), the streaming angular velocity
is Ωz = −γ/̇2, where γ ̇ is the strain rate.
In the next section, we provide estimates of the mechanical

properties of water when subjected to the REF, displaying the
density (eq 6), streaming velocity (eq 7), temperature (eq 8),
specific torque (eq 9), and the streaming angular velocity (eq
13), and show that the asymmetric channel must be used as a
mechanism for pumping polar fluids, in accord with theory. We
will further investigate the effect of varying the frequency and

Figure 3. (a) Streaming velocity profiles of water confined between the graphene layer, located at the left (hydrophobic) side of the channel, and the
(111) Miller plane of β-cristobalite is on the right (hydrophilic) side (asymmetric channel). The electric field amplitude is fixed (on top of the
legend), and the frequency varies in the range indicated inside the legend. The horizontal axis (y coordinate of the simulation box) represents the
distance between the graphene center of mass and the innermost (nearest to the fluid) bO layer of β-cristobalite (as detailed in Simulations). (b)
Temperature profiles of water. (c) Specific torque profiles. (d) Streaming angular velocity profiles. The horizontal axis represents the width h′ ≲ heff
≃ 0.80 × 2.57 nm ≃ 2 nm.
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amplitude of the REF, highlighting several aspects of the
electrokinetic flow. Some of the results presented are also
preparatory for the discussion of the last section, where a
quantitative comparison between our NEMD velocity profiles
and the ENS predictions will be carried out.

■ RESULTS AND DISCUSSION

In Figure 2, we plot NEMD profiles for the symmetric channel
considering nineteen REF frequencies in the range 30−300
GHz and keeping the REF amplitude fixed at E = 0.053 V Å−1.
All the simulations carried out are independent. Figure 2a
shows the streaming velocity profiles. We observe a gradual
increase of the slope of the velocity profile as the frequency
increases from ν = 30 GHz (green line) to 300 GHz (red line).
Profiles are approximately linear across the channel and
symmetric with respect to the center (y0 = 1.28 nm), where
vx(y0) ∼ 0. For ν = 30 GHz, we observe a significant slip
velocity vx ∼ 9 ms−1 near the interface. Higher frequencies
increase the average rotation of the permanent dipoles, and
higher fluid velocities can be attained in consequence of the
enhanced translational−rotational coupling. However, the
trend is nonlinear and tends to saturate at higher frequencies,
as will be clarified. Integrating the streaming velocity profile
across the y axis yields the net flow rate production, which is
found to be zero since the profile is symmetric with respect to
the center of the domain of integration. Thus the symmetric
channel cannot be used as a pumping mechanism for
unidirectional flow. The large uncertainty in the velocity profile
close to the boundaries is due to the statistical noise of the
signal in those bins where a small number of water molecules is
accumulated during the simulation. Figure 2b shows the
temperature profiles. The lowest temperature, T ∼ 340 K, is
obtained with the lowest frequency, ν = 30 GHz, and T ∼ 530
K is obtained when ν = 300 GHz. As the frequency increases,
the number of molecular rotations per unit time increases,
enhancing friction between dipoles and dissipating more heat.
Figure 2c illustrates the z component of the specific torque Γz
exerted by the REF on water. Profiles are flat in the central part
of the channel, increasing (for every frequency) close to the
interfaces since interactions with wall atoms impede water in its
attempt to align with the field. As the frequency increases, the
torque gradually decreases toward its lowest value Γz ∼ 104 m2

s−2 at the highest frequency, ν = 300 GHz, due to the
temperature increase. That is, the thermal energy competes
against the REF alignment effect, tending to randomize the

dipole orientations. Finally, we illustrate in Figure 2d the
streaming angular velocity profile Ωz of water. From the lowest
frequency ν = 30 GHz (green profile) to the highest ν = 300
GHz (red profile), Ωz (taken approximately at the center of the
channel) gradually increases from ∼0.2 × 1011 rad/s up to ∼0.6
× 1011 rad/s, since the dipoles attempt to keep up with the
faster rotation of the field.
Next we examine the asymmetric channel system (see

schematic in Figure 1, top right), applying field frequencies in
the range of 30−300 GHz and fixing E = 0.053 V Å−1, as with
the symmetric channel. Figure 3a shows the streaming velocity
profiles of water. On the right side of the channel, where β-
cristobalite resides, the stick velocity BC is almost exactly
reproduced. In other words, all the velocity profiles extrapolate
to vx(y) ∼ 0 at the β-cristobalite side. On the opposite graphene
surface, the slip velocity is vx ∼ 11 ms−1, when ν = 30 GHz and
vx ∼ 20 ms−1 when v ≲ 300 GHz. Contrary to the symmetric
channel, the integral of the velocity profile across the channel is
always a positive quantity, demonstrating that the asymmetric
channel enables unidirectional pumping of water. Again, the
dependence of the velocity on the frequency is nonlinear and
saturates at the highest frequencies, as we will see more clearly
in what follows. Figure 3b displays temperature profiles
illustrating a monotonic increase of the temperature from the
lowest ν = 30 GHz where T ∼ 360 K (green line) to the highest
ν = 300 GHz, where T ∼ 630 K (red line). Small asymmetries
in the profiles are visible in Figure 3b with respect to the center
of the channel, since different walls accommodate the same VP
thermostat (with the same parameters31). Note that the
asymmetric channel temperatures shown in Figure 3b are
higher than the corresponding symmetric channel temperatures
(see Figure 2b). In the symmetric channel, the slip velocities at
both the graphene interfaces are different from zero (see Figure
2a at the left and right side of the channel), thus allowing a
larger fraction of the energy absorbed from the REF to be
converted into translational motion. On the other hand, near β-
cristobalite (see Figure 3a), the dynamics of water are slowed
down with fluid velocities ∼0 and a larger part of the absorbed
REF energy is converted to internal kinetic energy. We further
point out that for fixed E and ν, the symmetric and asymmetric
channel strain rates across the channels are different. By
inspecting the symmetric channel case ν = 30 GHz (see Figure
2a green profile), the strain rate is ∼9 × 109 s−1, and for the
asymmetric channel, ∼5 × 109 s−1 (see Figure 3a, green
profile). Figure 3 (panels c and d) plots the specific torque and

Figure 4. (a) Equilibrium density profile of water confined between two graphene layers and (b) between graphene (left side of the channel) and β-
cristobalite (right side).
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streaming angular velocity profiles showing a similarity with the
symmetric channel. However, torques next to the β-cristobalite
surface are different in shape owing to the strong hydrophilicity
and corrugation of the surface.
Figure 4 (panels a and b) depicts the symmetric channel and

the asymmetric channel equilibrium density profiles of water,
respectively. When confined between two different surfaces
(Figure 4b), the first peak close to graphene (left side of the
channel) is higher than the first peak close to β-crostobalite,
suggesting a higher surface-induced structural ordering close to
graphene. Note that the surfaces are both rigid and β-
cristobalite is more corrugated, owing to the silanol groups
whose bO oxygens interact with water. Note that the density
profiles evaluated when the field is switched on (not reported)
are similar to the equilibrium density profiles. The density
profiles for the symmetric and the asymmetric channels show
that the effective channel width is different from the distance
between the two graphene layers’ center of mass separation,
and the distance between graphene and the innermost bO layer
of β-cristobalite center of mass, h = 2.57 nm. To evaluate the
effective channel width for the symmetric channel, we subtract
σCO [i.e., heff = 2.57 − (σCO + σCO)/2 − 2.25 nm], since water is
depleted at the interface. Similarly, for the asymmetric channel,
we subtract out σCO and σObO [i.e., heff = 2.57 − (σCO + σObO)/2
− 2.28 nm]. Note that in the velocity, temperature, torque, and

angular velocity profiles of Figures 2 and 3, the horizontal axis
(channel) width considered is h′ ≲ heff (assumed equal for the
symmetric and the asymmetric channel), to avoid the statistical
noise in the bins immediately adjacent the interfaces.
Next, we study the symmetric and the asymmetric channel,

fixing the REF frequency at ν = 20 GHz and considering eight
REF amplitudes in the range of E = 0.011−0.16 V Å−1 (NEMD
profile shapes are very similar to the previous case and are not
plotted). An almost undetectable flow is present at E = 0.011 V
Å−1, the smallest field used in this work, which further gives an
almost negligible temperature increase, torque, and angular
velocity. The minimum REF amplitude yielding appreciable
velocities and good signal-to-noise ratio, at least with our
system size, is E = 0.032 V Å−1. As expected for the symmetric
channel, all the velocity profiles are symmetric with respect to
the center of the channel, giving a zero net flow rate.
The temperature profiles in the range of 0.011−0.16 V Å−1

show that the fluid temperature monotonically increases,
ranging from 300 to 350 K. The torque (eq 2) attains Γz ∼
0.6 × 104 m2 s−2 for E = 0.032 V Å−1 and Γz ∼ 3 × 104 m2 s−2

for the highest E = 0.16 V Å−1. The streaming angular velocity
Ωz increases as E increases, since higher amplitudes increase the
speed at which the dipoles align with the REF.
The asymmetric channel NEMD results, for ν = 20 GHz and

for the eight REF amplitudes in the range of E = 0.011−0.16 V

Figure 5. (a) Slip velocities of water confined between two graphene layers (*) and confined between graphene and β-cristobalite (▼). The electric
field amplitude is fixed at E = 0.053 V Å−1, and the frequency range is 30−300 GHz (horizontal axis). The same meaning of the symbols is adopted
for the next three pictures. (b) Temperatures of water. (c) Specific torques. (d) Streaming angular velocities. Data in part (a) are taken at the bin N =
16 of the corresponding velocity profiles, close to graphene; the bin N = 50 (i.e., the bin in the center of the channel) has been considered for the
data plotted in parts (b) and (c). Data of part (d) are averages of Ωz values taken in the bin range of 25−75 (i.e., approximately the bulk region).
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Å−1, show that this channel can be exploited to pump water,
there being a nonzero net flow rate. For the highest field E =
0.16 V Å−1, a slip velocity of ∼25 ms−1 is achieved at the
graphene interface. Again, the asymmetric channel temper-
atures are higher than the symmetric channel temperatures.
The torque profiles evaluated in the center of the channel yield
similar but lower values with respect to the symmetric channel.
Angular velocities Ωz are similar to the symmetric channel Ωz

profiles.
We note at this point that we have not considered two β-

cristobalite surfaces as another symmetric channel since for h =
2.57 nm, the density profile shows almost no bulk region. We
further comment on the choice ν = 20 GHz, which will also be
used in the next section for the comparison with theory. The
fluid velocity increases when the REF amplitude or frequency
increases (neglecting saturation effects), but inevitably viscous
stresses are increased by the stronger and more rapidly varying
electric fields, heating up the fluid. One of the objectives of our
investigation is to find the smallest REF amplitudes and
frequencies, yielding appreciable velocities (i.e., higher flow
productions under the asymmetric channel) concomitantly
with moderate fluid heating, and ν = 20 GHz represents a good
compromise. We further point out that in the next section,
where the NEMD results are compared with the predictions of

the theory, several transport coefficients are involved, which
may depend on the temperature. With E = 0.032 V Å−1 and ν =
20 GHz, the fluid attains v ∼ 2 ms−1 with T = 316 K, low
enough to not complicate the estimations of the transport
coefficients. Note that the rotational relaxation time of water
(SPC/E) at T = 300 K is 7−10 ps,50 corresponding to the
frequency range of 16−23 GHz.
Figure 5 compares the symmetric and the asymmetric

channel (i.e. overlapping Figure 2 and Figure 3 results), plotted
as a function of frequency. Slip velocities are taken at the bin N
= 16 of the corresponding velocity profiles, close to the
graphene surface, and temperatures and torques at the central
bin N = 50 (since these profiles are approximately flat in the
bulk region). The Ωz profiles are averaged between the bin N =
25 and N = 75, thus excluding the region next to the interfaces
(i.e. in Figure 5d the angular velocity is calculated as
∑ni = 25

75 (Ωz,i)/51, where Ωz,i is the value at the bin Ni). Figure
5a illustrates that the asymmetric channel yields higher slip
velocities than the symmetric channel and that in the range of
30−150 GHz, the velocity steadily increases as the frequency
increases. In the range of 150−300 GHz, the velocity saturates
toward v ∼ 20 ms−1, where the high temperatures tend to
randomize the dipole orientations, and the permanent dipoles
gradually lose their ability to keep up with the faster field

Figure 6. (a) Slip velocities of water confined between two graphene layers (*) and confined between graphene and β-cristobalite (▲). The electric
field frequency is fixed at ν = 20 GHz, and the amplitude range is 0.011−0.16 V Å−1 (horizontal axis). The same meaning of the symbols is adopted
for the next three pictures. (b) Temperatures of water. (c) Specific torques. (d) Streaming angular velocities. Data in part (a) are taken at the bin N =
16 of the corresponding velocity profiles, close to graphene; the bin N = 50 (i.e., the bin in the center of the channel) has been considered for the
data plotted in parts (b and c); data of part (d) are averages of Ωz values taken in the bin range of 25−75 (i.e., approximately the bulk region).
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rotations, reducing the rotational−translational coupling. Figure
5b illustrates that the symmetric channel fluid temperatures are
lower than the asymmetric channel ones. As noticed, torques
from the asymmetric channel are slightly lower than torques
from the symmetric channel (see Figure 5c), which can be be
ascribed to the higher temperatures obtained in the asymmetric
channel (see Figure 5b). Figure 5d shows almost no
dependence of Ωz on the symmetry of the channel, at least
in the averaged region.
Figure 6 collects the symmetric channel and the asymmetric

channel results for the REF frequency fixed at ν = 20 GHz and
considering eight REF amplitudes in the range E = 0.011−0.16
V Å−1 (NEMD profile results not plotted). In Figure 6a, slip
velocities almost linearly increase as the REF amplitude
increases, with slightly higher asymmetric channel slip
velocities. Temperatures (see Figure 6b) increase as the REF
amplitude increases, and the trend is not linear since the
dependence weakens for E ≳ 0.07 V Å−1. Again, the symmetric
channel temperatures are always smaller than the asymmetric
channel temperatures. Torques, plotted in Figure 6c, increase as
the REF amplitude increases with slightly smaller values for the
asymmetric channel. Lastly, in Figure 6d, we observe an almost
linear increase of Ωz as the REF amplitude increases, with no

significant differences between the asymmetric and the
symmetric channel.
In view of the previous analysis, we now comment on a

recent MD result which proposed that water without free
charges can be pumped inside carbon nanotubes,51 applying
uniform static electric fields. This result was later argued to be
due to an artifact of the simulation related to the simple cutoff
scheme in GROMACS.25 We have conducted simulations to
investigate this problem, and we have found that if an axial
(parallel to the x direction) uniform static electric field is
applied on the fluid system, with the amplitudes taken in the
range used in this work which are similar to the amplitudes
used by Joseph and Aluru (i.e., E = 0.01 and 0.1 V Å−1), no
water flow is observed. We obtain v = 0 (eq 7) across the
channel (with Γ = 0, Ωz = 0, and, as expected, T ≃ 300 K for
both the symmetric and the asymmetric channels). This is in
contrast with the conclusion of Joseph and Aluru,51 who
observed water flow in carbon nanotubes with uniform electric
fields. Their result was explained in terms of the coupling
between translational and rotational motion, which, when the
orientation of water is maintained along the channel axis, yields
a net water flux. We conducted the simulations in a planar
geometry finding that there is no net flow. We also conducted
NEMD simulations (at the same electric field amplitudes) on a

Figure 7. (a) The x component of the average net dipole moment of water confined between two graphene layers (black line) subjected to the
rotating electric field E = E[cos(2πνt), sin(2πνt), 0], where E = 0.0532 V Å and ν = 20 GHz (depicted in red). The amplitude of the field is divided
by a constant factor, equal for both the (a and b) plots, for readability purposes. (b) The y component of the average net dipole moment of water
(same E, ν). The angle brackets indicate averages over the total number of water molecules. Profiles are taken in the steady state. (c) Time-series of
the y component of the average dipole moment ⟨py⟩ of water for the static electric field polarized in the y direction (perpendicular to the walls). The
(symmetric) channel width is on the top of the legend and the field amplitudes are indicated inside the legend. (d) Time-series of the x component
of the average dipole moment ⟨px⟩ of water for the static field polarized in the x direction (parallel to the walls).
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(18,12) CNT (diameter of 2.05 nm) with a length of 5.53 nm
and water density of 0.63 kg m−3,52 yielding Nw = 395, without
observing any flow. The CNT was initially filled with water,
neglecting water permeation effects. Our results agree with the
prediction of Bonthuis et al.13 who, theoretically and with
computer simulations, demonstrated that with static electric
fields and in the absence of free charges it is not possible to
pump water.
Figure 7a plots the x component of the average net dipole

moment of water as a function of time, averaged over Nw (i.e.,
the quantity ⟨px(t)⟩ =∑ipi,x(t)/Nw where the index i spans Nw)
and sampled every 10 time steps in the steady state for 300 ps.
The quantity is overlapped with the x component of the REF
[i.e., E cos(2πνt)] depicted in red and divided by a constant
factor to match the amplitudes. Similarly, Figure 7b plots the y
component, overlapped with E sin(2πνt) divided by the same
factor. Fitting the net average dipole moment with px = p0x
cos(2πνt − ϕ), where ϕ is the phase angle between Ex and px,
shows that the dipole lags the field by ϕ/(2πν) ∼ 6 ps.
Interestingly, for the dipole response in the y direction (i.e.,
perpendicular to the walls), we find a lag time ϕ/(2πν) ∼ 0, as
can be seen in Figure 7b. This striking effect qualitatively agrees
with the investigations of Zhang et al.,53 who demonstrated that
for confined liquids, the dielectric relaxation time of SPC/E
water in the direction perpendicular to the graphene walls is
much smaller than the relaxation time parallel to graphene. In
our case, the y component of the average net dipole moment of
water relaxes toward the instantaneous REF vector direction
much faster than its relaxation in the x direction. We observe
this effect also in the differences between Figure 7 (panels c and
d) (to be explained), where static fields are used. Figure 7
(panels a and b) also shows that px ≈ 3py, revealing a strong
anisotropy in the polarization response of the fluid. These
results will be used in the next section, where we compare our
NEMD results with theory. Although interesting, a detailed
analysis of the polarization response of highly confined water
under REF is not the focus of our investigation and will be
deferred to a future work.

■ COMPARISON WITH CONTINUUM THEORY
The ENS equations, including the spin angular momen-
tum15−18 with the geometry of Figure 1 (top left), read
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where ρ is the fluid density, η0 the shear viscosity, ηr the vortex
viscosity, and ζ = ζ0 + ζr and Θ are the equivalent spin
viscosities and the scalar moment of inertia per unit mass of
water, respectively, assuming that the liquid is isotropic. Fe is
the external force (zero here, since no gravity-like forces are
applied) and Γz the torque per unit mass exerted by the REF on
water molecules. The term vx is the streaming velocity in the x
direction and Ωz the streaming angular velocity in the z
direction.
We compare our NEMD velocity profile with the ENS

analytical solution, including REF13,14 for the symmetric
channel (two equal graphene sheets separated by h = 2.57
nm), solving for the fluid velocity vx(y). The ENS mathematical
boundaries are placed at l = ±1.05 nm with respect to the

center of the channel (placed at y = 0), with |l| < h/2 to take
into account the excluded volume next to the interface due to
the depletion layer. The classical BC for the velocity and the
angular velocity are
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where b is the slip length and s the spin slip length,54 both
treated as free parameters in the symmetric problem14 and here
fixed a posteriori (to optimize agreement between ENS
predictions and NEMD results) to the values of b = 20 nm
and s = 0.3 nm. It should be pointed out that the slip length of
water on graphene has been estimated by Kannam et al.6 using
an equilibrium MD procedure,24 finding b = 60 nm. However,
Kannam et al. and our estimates are not expected to be equal
for three reasons: (1) the carbon structure in the work of
Kannam et al. was vibrating and modeled with a complex
potential, whereas our graphene is rigid and modeled with a
simpler potential; (2) a flexible three-site SPC/Fw55 water
model was used by Kannam et al., and (3) the VP
thermostatting scheme adds a modest degree of hydrophilicity
to the graphene surface, which was not the case in the system of
Kannam et al. (see De Luca et al. for details31). Although we
have considered in this work b = 20 nm, we point out that
larger values of b give similar results (but not smaller values).
We make use of the two quantities14
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to be inserted in the solution for the streaming velocity
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which, except for a minor change in the nomenclature, is the
ENS solution derived by Bonthuis et al.14 The field, E = 0.032
V Å−1, and frequency, ν = 20 GHz, are used in eq 18 and in our
NEMD simulations, where water reaches a temperature of T =
316 K. The vortex viscosity ηr can be estimated from
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obtained by solving eq 15 for ηr in the steady state (i.e., ∂Ωz/∂t
= 0) in the limit of small spin diffusion term, i.e., ζ∂2Ωz/∂y

2 ≃
0. From the NEMD velocity profile (not shown), torque
(Figure 6c) and angular velocity (Figure 6d) we find the strain
rate ∂vx/∂y = 0.34 × 1010 s−1, Γz = 0.62 × 104 m2 s−2, and Ωz =
0.05 × 1011 rad/s, respectively, yielding ηr = 4.7 × 10−4 Pa s,
which is comparable to ηr = 1.7 × 10−4 Pa s19 evaluated for
SPC/Fw. We treat the spin viscosity ζ as an adjustable
parameter, since there is no available estimate for SPC/E,
setting ζ = 0.6 × 10−21 kg m s−1 to optimize the agreement
between theory and NEMD.19 The shear viscosity is fixed at η0
= 5 × 10−4 Pa s−143 computed for SPC/E at T = 316 K.
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Estimates of Γz, Ωz, ∂vx/∂y (hence ηr) and η0 are listed in the
first row of Table 1, for E = 0.032 V Å−1. Table 1 also includes
data for the amplitudes 0.053, 0.075, 0.096, 0.117 V Å−1 used
later, where it can be seen that the vortex viscosity decreases
when the fluid temperature increases.
The polarizability per unit mass α = 3.3 × 106 m2 eV−1 kg−1

and the dipolar relaxation time τ = 7 ps of SPC/E water (eq
18) were estimated by Bonthuis et al.,14 by applying a static
electric field of magnitude 0.01 V Å−1. With our E = 0.011 V Å
−1 (and ν = 20 GHz for h = 2.57 nm), we obtain vx(y) ≈ 0
across the channel (not shown). The larger E = 0.032 V Å −1

enables slip velocities 1−10 ms−1 for Nw ≈ 300 and simulation
times ≈10 ns. Following the procedure of Bonthuis et al.,14 we
estimate α and τ since we apply a larger field. Moreover, we
explicitly account for the anisotropic polarization response of
water induced by the spatial confinement in the y direction.
Figure 7 (panels a and b), which was for the REF field E =
0.0532 VÅ and ν = 20 GHz, showed that the amplitude of the
dipole response orthogonal to the walls (the projection of the
average net dipole moment of water in the y axis) was smaller
than the amplitude of the parallel response (projection of the
average net dipole moment of water in the x axis). On the basis
of this result, we assume that there exists an orthogonal α⊥ and
parallel component α∥ such that α (to be inserted in eq 18) is
the arithmetic average

α
α α

=
+⊥

2 (22)

where α⊥ is computed, applying a uniform static electric field
polarized in the y direction (i.e., E⊥ = E⊥ y)̂ and α∥ is computed
applying E∥ = E∥ x ̂ and tracing in both cases the fluid
polarization response. Likewise, we assume that τ is the
arithmetic average of its orthogonal τ⊥ and parallel τ∥
components

τ
τ τ

=
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2 (23)

measured by applying the same E⊥ and E∥, respectively.
The equation for the dielectric relaxation is to a first

approximation given by refs 16 and 19 as
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where the average net dipole moment of water is p = M(t)/Nw
= ∑i = 1

Nw μi(t)/Nw, μi is the dipole moment of SPC/E (μ = 2.35
D), and M is the total dipole moment. Integrating eq 24 for
orthogonal fields, if p⊥ = 0 at t = 0 (i.e., neglecting surface
effects and assuming unpolarized fluid at E⊥ = 0) gives

α= − τ
⊥ ⊥ ⊥

− ⊥p t E e( ) (1 )t/
(25)

Fitting the NEMD time-series of p⊥(t) = M⊥(t)/Nw (see Figure
7c, green line) with eq 25 provides the estimate α⊥ = 0.5 × 106

m2 eV−1 kg−1 and τ⊥ = 1 ps. For the parallel direction, fitting
p∥(t) = M∥(t)/Nw (Figure 7d, green line) with p∥(t) = α∥E∥[1−
e(−t/τ∥)] gives α∥ = 3 × 106 m2 eV−1 kg−1 and τ∥ = 6.5 ps. Thus,
α = 1.75 × 106 m2 eV−1 kg−1 and τ = 3.7 ps (eqs 22 and 23).
Table 2 lists α and τ for E = 0.032−0.117 V Å−1 (to be used
later) and their parallel and orthogonal components, where it
can be seen α⊥ < α∥ and τ⊥ < τ∥ for every E owing to the
confinement. We point out that the fields E⊥, E∥, and the fields
in eqs 2,4, and 9 are effective fields assumed to coincide with
the external electric field; that is, we neglect the screening effect
of water molecules. Moreover, we assume that the walls are
transparent to the electric field. We emphasize that our α∥ and
τ∥ are almost equal to the estimates of Bonthuis et al.,14

revealing that we are still approximately in the linear regime,
although unavoidably α = 1.75 × 106 < 3.3 × 106 m2 eV−1 kg−1

and τ = 3.7 < 7 ps, owing to the confinement effects. Also, the
onset of nonlinear effects takes place in the range of E ≳ 0.032
V Å−1, as can be seen in Figure 6c, where Γz does not
quadratically depend on E, as it would in the linear regime,14

and can be seen in the trend of Figure 7d where the average net
dipole moment of water as a function of E gradually saturates,
reaching ∼18 D at the highest field. Note that in the linear
regime, the induced dipole moment is proportional to the
applied field E56 (i.e., the relation p = αE with constant α is
valid). However, the decrease of α∥ in Table 2 as the field
increases from E ∼ 0.05 V Å −1 is a further indication of
saturation effects emerging in this range.
Note that Sutmann57 found that at E = 0.1 V Å −1, the

orientation of the average dipole moment p of water in the
(static) field direction E is cos(p·E) = 0.81, which, given that μ

Table 1. Temperature, Torque, Streaming Angular Velocity, Strain Rate, Vortex, and Shear Viscosity for the Graphene−
Graphene Channel, with Varying Electric Field Amplitude (First Column) and Fixed ν = 20 GHz and h = 2.57 nma

E (V Å−1) T (K) Γz (10
4 m2 s−2) Ωz (10

11 rad s−1) ∂ux/∂y (10
10 s−1) ηr (10

−4 Pa s) η0 (10
−4 Pa s)

0.032 316 0.62 0.05 0.34 4.7 5.0
0.053 327 1.26 0.13 0.71 3.43 4.2
0.075 336 1.65 0.20 1.08 2.85 3.9
0.096 342 2.00 0.27 1.50 2.54 3.7
0.117 347 2.16 0.34 1.79 2.12 3.6

aThe values of η0 have been extracted from Markesteijn et al.43

Table 2. Polarizabilities Per Unit Mass α⊥, α∥, α, and Dipolar Relaxation Times τ⊥, τ∥, τ for the Graphene−Graphene Channel
with Varying Static Electric Field Amplitude (First Column) and Fixed Wall Separation of h = 2.57 nm

E (V Å−1) α⊥ (106 m2 eV−1 kg−1) τ⊥ (ps) α∥ (10
6 m2 eV−1 kg−1) τ∥ (ps) α (106 m2 eV−1 kg−1) τ (ps)

0.032 0.5 1 3 6.5 1.75 3.7
0.053 0.5 0.8 2.1 3.6 1.3 2.2
0.075 0.49 0.7 1.6 2.3 1.05 1.5
0.096 0.48 0.6 1.3 1.8 0.89 1.2
0.117 0.48 0.6 1.1 1.5 0.79 1.1
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= 1.98 D in their specific case, yields an average net dipole
moment 1.6D (at T = 300 K), in good accord with our result in
Figure 7d; that is, ⟨px⟩ ∼ 1.8 D obtained for E = 0.11 V Å−1, red
profile. The author also showed that the polarization density of
water as a function of the external field amplitude starts to
deviate from a straight line at E ≈ 0.025 V Å−1, which
reasonably agrees with our deviations from the linear regime
appearing at E ≳ 0.032 V Å−1, although they used a flexible
model for water. With a rigid water model, dielectric saturation
effects have been detected starting from E ≈ 0.04 V Å−1.58

After estimating χ and κ2, we compare the ENS predictions
(including REF) plotting eq 20 (black line) and our NEMD
streaming velocity profile (red points) in Figure 8 (top).

Excellent agreement is found. Note that eq 20 predicts vx ∼ 2
ms−1 at y = −|l| (i.e., the slip velocity close to the left side of the
channel) and NEMD gives the same value at the bin N = 16.
Figure 8 (bottom) compares the theory and the NEMD
predictions for the REF amplitude range of 0.032−0.117 V Å−1;
that is, we plot vx(−|l|) and the NEMD slip velocities (at the
bin N = 16) as a function of the REF amplitude. The
coefficients needed to compute χ and κ2 are collected in Tables
1 and 2 and obtained by iterating the procedure outlined
before. It can be seen that as the REF strength increases from

0.032 to 0.117 V Å−1, the theoretical prediction gradually
diverges from the NEMD results, since, as explained, we enter
into the nonlinear regime when saturation effects become
important. The largest difference is detectable for the largest
field strength E = 0.117 V Å−1, where eq 20 predicts v ∼ 5 ms−1

while the NEMD result gives v ∼ 15 ms−1. Note that adjusting
ζ does not substantially improve the agreement between theory
and NEMD in the range of E = 0.053−0.117 V Å−1, so it is not
just an issue with an adjustable free parameter. Our results
suggest that the hydrodynamic theory, which was developed
assuming the system remains in the linear regime, should be
refined to include nonlinearities arising with stronger fields.

■ CONCLUSION
We have quantitatively compared our NEMD results with the
predictions of the extended Navier−Stokes equations, including
the effect of an external spatially uniform rotating electric
field,14 showing excellent agreement. The translational−rota-
tional coupling is responsible for the conversion of the
streaming spin angular momentum, induced by the external
rotating field, to translational linear momentum. The
conversion can be exploited to achieve noncontact pumping
of water at the nanoscale, if water is confined between surfaces
with different degrees of hydrophobicity.
Simulations have been carried out for experimentally

achievable conditions. A slab of (111) β-cristobalite represents
the hydrophilic side of the planar nanochannel, reproducing
almost exactly the stick velocity boundary condition (i.e., v ∼ 0)
at the interface. A graphene sheet is placed on the opposing
hydrophobic side of the channel. The pumping efficiency is
very sensitive to the parameters of the external electric field. We
have explored the amplitude range of 0.011−0.16 V Å−1 in
conjunction with frequencies spanning the range of 20−300
GHz for wall center of mass separation ∼2.5 nm and ∼300
water molecules. For all but the smallest field of 0.011 V Å−1,
we have found significant fluid velocities of the order 1−20
ms−1 and reasonably low temperatures for ν ≲ 40 GHz,
confirming that this electrokinetic flow can be efficiently
exploited as a promising alternative method to pump water at
the nanoscale. Particularly interesting for nanofluidic applica-
tions are field amplitudes ∼0.03 V Å−1 and frequencies ranging
in a small window of the microwave region around ∼20 GHz,
which approximately corresponds to the inverse of the dipolar
relaxation time of water. In that region, velocities of the order
of ∼2 ms−1 are attained, concomitantly with moderate heating
of water, where T = 316 K in the steady state. Note that in our
thermostatting strategy, the fluid is not directly coupled with a
thermostat and that the heat flux is naturally conducted from
the fluid to the walls, as in a real experiment. The electric field
with amplitude 0.032 V Å−1 and frequency 20 GHz is also
employed to compare our NEMD streaming velocity profile
result with the prediction of the analytical solution of the ENS
equations solved for the velocity. The agreement is excellent,
however, for higher field strengths nonlinear effects take place,
and the matching is less accurate since the theory derived by
Bonthuis et al.14 was developed assuming the system remains in
the linear regime.
Two comments are in order regarding the comparison

between theory and NEMD results: (1) the strong anisotropy
of the polarization response of water induced by the
confinement has been taken into account considering two
water polarizabilities and two dielectric relaxation times for
water, one for the direction perpendicular to the walls, and the

Figure 8. (top) Analytical solution for the velocity of the ENS
equations relative to the symmetric channel (black line) compared
with NEMD simulation results (red ●) for E = 0.032 V Å−1, ν = 20.0
GHz, and h = 2.57 nm. Note that the edges of the x axis, ± l, are
determined from l ≃ ± (h−σCO)/2, as explained in the text. The error
bars represent the standard errors computed from nine independent
simulations. (bottom) NEMD slip velocity (*) evaluated at the bin N
= 16 (which is close to the interface) of the streaming velocity profile
compared with the ENS analytical solution for the velocity computed
at the boundary (▼) for the symmetric channel (two equal graphene
walls). The channel width is fixed at h = 2.57 nm and ν = 20.0 GHz,
whereas the field amplitude varies on the horizontal axis in the range of
0.032−0.117 V Å−1.
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other for the parallel direction and (2) the spin viscosity
required in the ENS equations has been treated as an adjustable
parameter since no estimate is available in the literature for
SPC/E. This was set to optimize the match with the theory
(i.e., ζ = 0.6 × 10−21 kg m s−1). This value is comparable with ζ
= 1.6 × 10−21 kg m s−1 estimated for a flexible water model at T
= 319 K by Hansen et al.19

Finally, we point out that in a real experiment the dielectric
screening of the walls may also be significant (the dielectric
constant of β-cristobalite is 4.559 and of graphene is in the
range 4−16.60). However, low permittivity materials should
allow enough passage of electric field such that the conversion
remains efficient.
Future investigations should focus not only on the study of

larger systems, to scrutinize the details of the streaming velocity
and streaming angular velocity close to interfaces, but also on
the study of systems with different geometries like carbon
nanotubes and on the energy efficiency of this method,
compared for example with the standard pressure-driven flow.
Moreover, our results suggest that the theory may be extended
to include nonlinear effects arising at higher field strengths. In
this work, we have left out the interesting analysis of the
anisotropic polarization response of highly confined water
subjected to an external rotating electric field, which may
further contribute to the understanding of the complex
behavior of water close to the hydrophilic and hydrophobic
surfaces.
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