
THE JOURNAL OF CHEMICAL PHYSICS 138, 154712 (2013)

Electropumping of water with rotating electric fields
Sergio De Luca,1 B. D. Todd,1,a) J. S. Hansen,2 and Peter J. Daivis3

1Mathematics, Faculty of Engineering and Industrial Sciences, and Centre for Molecular Simulation,
Swinburne University of Technology, Melbourne, Victoria 3122, Australia
2DNRF Center “Glass and Time,” IMFUFA, Department of Science, Systems and Models, Roskilde University,
DK-4000 Roskilde, Denmark
3School of Applied Sciences, RMIT University, Melbourne, Victoria 3001, Australia

(Received 27 November 2012; accepted 18 March 2013; published online 19 April 2013)

Pumping of fluids confined to nanometer dimension spaces is a technically challenging yet vi-
tally important technological application with far reaching consequences for lab-on-a-chip devices,
biomimetic nanoscale reactors, nanoscale filtration devices and the like. All current pumping mech-
anisms require some sort of direct intrusion into the nanofluidic system, and involve mechanical
or electronic components. In this paper, we present the first nonequilibrium molecular dynamics
results to demonstrate that non-intrusive electropumping of liquid water on the nanoscale can be
performed by subtly exploiting the coupling of spin angular momentum to linear streaming mo-
mentum. A spatially uniform rotating electric field is applied to water molecules, which couples to
their permanent electric dipole moments. The resulting molecular rotational momentum is converted
into linear streaming momentum of the fluid. By selectively tuning the degree of hydrophobicity
of the solid walls one can generate a net unidirectional flow. Our results for the linear stream-
ing and angular velocities of the confined water are in general agreement with the extended hy-
drodynamical theory for this process, though also suggest refinements to the theory are required.
These numerical experiments confirm that this new concept for pumping of polar nanofluids can
be employed under laboratory conditions, opening up significant new technological possibilities.
© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4801033]

I. INTRODUCTION

As modern devices continue to shrink, the application of
nanofluidic circuitry to useful functioning devices remains a
significant challenge. Pumping small volumes of fluid is a sig-
nificant problem, largely because applications in technologies
such as lab-on-a-chip devices for DNA analysis, biomimetic
nanoscale reactors and networks, and desalination science
all require some form of nanoscale pumping technology.1–3

However, mechanical pumping at the nanoscale is difficult
due to the scale limitations of miniaturisation of mechanical
pumps. There are several existing methods with varying de-
grees of success, including electro-osmotic (or electrokinetic)
flow (EOF).4, 5 The EOF is widely used in chemical separa-
tion technologies such as capillary electrophoresis, but is also
used in microfluidic devices4, 6 with a particularly important
application to lab-on-a-chip devices. However, it is limited to
ionic fluids.

For non-ionic fluids mechanical pumping is generally
required, in which a pressure differential is applied. How-
ever, this involves very large pressure gradients due to the
large hydrostatic resistance of nanochannels, which in turn in-
vokes other serious technical challenges.4 Alternative means
of pumping involve combinations of electric, magnetic or me-
chanical forces,7–13 or time-dependent electric fields.14

All these pumping mechanisms involve intrusive access
into the nanofluidic circuitry itself. Either the electrodes need
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to be physically attached to nano-conduits, or some other
form of mechanical pumping device must be attached. This
causes technical difficulties and increases the size of the
nanofluidic device. Pumping that involves no physical intru-
sion into the nanofluidic circuitry is an obvious advantage and
would amount to a milestone in nanotechnology. In this paper,
we demonstrate such a mechanism via molecular dynamics
computer experiments and extended Navier-Stokes hydrody-
namics theory.

Our approach is based upon three insights gained from
recent theoretical studies:15, 17–23 (1) Linear and angular mo-
mentum of molecularly structured fluids can couple effec-
tively, thus allowing a mechanism for the exchange of stream-
ing and angular velocity;15, 17, 18, 21, 22, 24 (2) the boundary con-
ditions themselves play a significant role in nanofluidic flow.
Confining a fluid between walls that are not composed of the
same material, in which one wall is hydrophilic while the
other is hydrophobic, destroys the symmetry of slip bound-
ary conditions, which in turn ensures a non-zero net flow; and
(3) the application of a rotating electric field can cause a po-
lar molecule to spin, and when under extreme confinement
this spin angular momentum can be efficiently converted into
linear streaming flow.15, 18 If the wall surfaces consist of the
same material, there is equal flow in both directions but no net
flow; however, if the walls consist of different materials with
significantly different degrees of hydrophobicity, a net linear
translational flow can be generated.

In what follows we present results of the first nonequilib-
rium molecular dynamics (NEMD) computer experiments for
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a system of water molecules under the influence of a spatially
uniform rotating electric field confined to a nano-channel. Our
simulations demonstrate that this coupling between rotational
and translational molecular motion can be applied to pump
nanoscale fluids under experimentally accessible laboratory
conditions and opens the possibility of a new method for fluid
actuation involving no physical intrusion in the nanofluidic
circuitry itself.

II. SIMULATIONS

All nonequilibrium molecular dynamics computer exper-
iments were performed using code developed by the authors.
Our NEMD simulation systems consist of water molecules
confined between two different planar solid atomistic sur-
faces: one hydrophobic and one hydrophilic. We model liq-
uid water using the SPC/E pair potential,25, 26 chosen for its
good reproduction of experimental viscosity coefficients. The
hydrogen site has a partial charge of qH = 0.4238e while
qO = −0.8476e for oxygen (e = 1.6 × 10−19 C is the fun-
damental unit of charge). Water bonds were constrained us-
ing the SHAKE algorithm,27 with the O–H bond length and
H–O–H angle fixed at 0.1 nm and 109.5◦, respectively. Hence,
the dipole moment of SPC/E water is 2.35 D, which is within
error estimates of the experimental value of 2.9 ± 0.6 D.28

The system volume consists of a rectangular box of dimen-
sions Lx = 1.899 nm, Ly = 4.481 nm, and Lz = 1.899 nm,
periodic in the x and z directions.

Water molecules interact through a pairwise additive
Lennard-Jones (LJ) potential and a Coulomb potential given
by
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where the LJ parameters ε and σ are the energy and length
scale parameters and rij = |ri − rj | is the distance between
O–O, O–H, and H–H atoms of different water molecules, as
well as the distance between water site charges and charged
wall atoms. The LJ potential for the water-water interactions
is truncated at r = 2.5σ . In this study, we have used as charac-
teristic dimensions σ = 0.3166 nm, ε = 0.6502 kJ mol−1 (LJ
parameters of the SPC/E model) and mO = 16 amu as length,
energy, and mass scaling factors. The density of the water
was ρ = 998 kg m−3 which, after fixing the fluid volume in
the simulation box, yields a total number of water molecules
N = 270.

To bring the system out of equilibrium we use a
spatially uniform rotating electric field, polarized in the
x-y plane (see Fig. 1). The field can be represented as
E = E(cos(ωt), sin(ωt), 0), where E is the amplitude of the

FIG. 1. System configuration and streaming velocity profiles. (a) The lower surface (pink) represents the hydrophilic wall while the upper wall is hydrophobic.
Streaming velocity profiles are shown below, where the horizontal axis gives the y-coordinate in the channel. The amplitude of the external field is fixed while
the frequency varies in steps of approximately 6 GHz. (b) Two hydrophilic walls and the associated streaming velocity profiles at fixed field strength and variable
frequency. Images generated using VMD.50
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electric field and ω/2π is the frequency. Therefore, the total
torque acting on a single molecule is

τ =
∑

i

(ri − rcm) × qiEi , (2)

where the sum is over the 3 atomic sites of water molecules
and qi are the partial charges on the oxygen and hydrogen
atoms. Inducing this torque results in water molecules at-
tempting to reorient their permanent dipole μ along the field,
resulting in an axis of rotation parallel to the z axis.

In this study the magnitude of the electric field ranges
from 7.89 × 10−2 V Å−1 to 0.237 V Å−1, with frequencies
taken in a small window of the microwave region, 6.69–
41.1 GHz. To put these values into perspective, we note that a
large heating of water29 is attainable with a microwave elec-
tric field of 100 GHz and 0.1 V Å−1.

To break the spatial symmetry of the channel, we im-
plement one hydrophilic and one hydrophobic wall, simu-
lating no-slip and slip boundary conditions, respectively. To
obtain this effect, we have altered the strength of the LJ
potential between water and wall particles. Moreover, we
design two different crystalline structures for the surfaces
(described below). To maximize the slip length on the hy-
drophobic wall, we represent the interactions between water
and wall particles with the Weeks-Chandler-Andersen (WCA)
potential,30 a purely repulsive LJ potential truncated at its
minimum rc = 21/6σ and shifted to zero at the cutoff dis-
tance. The LJ parameters are set to σwall = 0.158 nm and
εwall = 0.2923 kJ mol−1, a value less than half εSPC/E. To fur-
ther enhance the slip length, we choose for the density of the
hydrophobic wall a value approximately two times larger than
the hydrophilic wall density, such that water molecules ex-
perience a smoother potential energy landscape when inter-
acting with this wall. We design the hydrophilic wall on the
opposite side of the channel such that its properties are
tuned to approximately reproduce the stick boundary condi-
tion (zero velocity slip length). A schematic diagram of the
system under investigation is shown in Fig. 1.

The two planar walls were positioned parallel to the x-z
directions. The centre of mass of the two innermost atomic
planes is separated by a distance of 2.5 nm in the y-direction.
The interaction between the hydrophilic wall particles and
water molecules is the same LJ potential used for water-water
interactions, truncated at r = 2.5σ . This tuning guarantees
a sufficient degree of hydrophilicity. This was further en-
forced by distributing charges on the innermost hydrophilic
plate. Atoms are given charges with q = ±0.004e placed
in an alternating fashion to ensure overall charge neutrality.
Note that the wall atoms themselves only interact with each
other via the Lennard-Jones potential and not with Coulomb
interactions.

Each solid wall was constructed using three layers of
atoms in such a manner that the thickness in the y-direction
was identical for the two types of solid walls. The hydropho-
bic wall is given an FCC (face-centered-cubic) crystal struc-
ture, with unit cell length 0.3166 nm, resulting in a total of
216 atoms, with each wall layer having 72 atoms with the
crystal plane (111) in contact with the liquid. The hydrophilic
wall is modeled by a BCC (body-centered-cubic) structure,

with the same unit cell length, for a total of 108 atoms. The
atomic weight for all wall particles is set to 16 amu (same as
oxygen). Hence, we obtain a density �3.3 g cm−3 for the hy-
drophobic wall and �1.7 g cm−3 for the hydrophilic one. The
effective channel width, h, is thus defined as the distance be-
tween the centres of mass of the two innermost atomic wall
planes less the sum of effective interatomic radii of the hy-
drophobic and hydrophilic wall atoms, i.e., h = 2.5 − (σ 1

+ σ 2)/2 ≈ 2.5 − (0.158 + 0.316)/2 ∼ 2.25 nm, where σ 1 and
σ 2 are the values of σwall for the hydrophobic and hydrophilic
walls, respectively.

All wall atoms are bound to their equilibrium lattice po-
sitions ri0 by subjecting them to an elastic force

Fe,i = −k(ri − ri0), (3)

where k = 3.234 Nm−1 is the wall spring constant, and ri

represents the center of mass position of a wall particle. The
long ranged electrostatic interactions have been treated by
the Wolf method,31 and spherically truncated at 0.918 nm,
for both water-water and water-wall interactions. The Wolf
method is known to induce a fictitious electric field in con-
fined systems.32 However, we have checked that for our sys-
tem this effect is small compared to the large applied electric
field (around 1%) and can be safely ignored.

The inclusion of an external electric field into the fluid
system leads to a body force term in the Newtonian equations
of motion for the fluid system:

ṙi = pi

mi

, (4)

ṗi = Fi + qiEi (t) , (5)

where mi is the mass of atom i, qi is its charge, pi is the lab-
oratory momentum of atom i, Fi(t) represents the total inter-
molecular force acting on atom i due to all other atoms, and
Ei(t) is the time-dependent external field acting on atom i.
We set the amplitude of the electric fields such that a signif-
icant fluid velocity is achievable in the accessible simulation
time of ∼10 ns, with a concomitant low or moderate heat-
ing of water. To address both requirements we found an ade-
quate frequency range around ω/2π = 6-41 GHz, with electric
field amplitude ∼0.1 VÅ−1. In view of the results shown in
Sec. III, we remark that we chose the lowest possible fre-
quency values that result in a significant net flow rate pro-
duction (to be explained in Sec. III). In this case, even if the
water dipole is able to follow the field during each cycle, the
number of cycles per second is relatively low and so too is the
energy dissipation.

The equations of motion for all particles were integrated
using a leap-frog integration scheme,33 with a time step 	t
= 1.57 fs. We note that for the wall atoms, Eq. (5) is mod-
ified so that the external electric field term is removed, an
elastic spring force is included in the form of Eq. (3) and a
Nosé-Hoover thermostat term34–36 is included to extract heat
from the walls and keep the fluid temperature approximately
constant at the wall temperature of Tw = 300K for the low-
est flow rates, as we will see later. This is a more accurate
means to model a real experimental situation, in which the
excess heat generated in the fluid will conduct through the
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walls, because it avoids unphysical complications that do arise
when artificially thermostatting the fluid in highly confined
geometries.37 A further benefit is to leave the rotational and
translational dynamics of water unaffected by the velocity
thermostatting.38–40

Note that the value of the wall spring constant has an in-
fluence not only on the efficiency by which the thermostat
removes heat from the fluid, but also on the amount of slip
between water and wall.41 Nonetheless, we choose to use the
same spring constant value for both the hydrophobic and hy-
drophilic surface, to have a more homogeneous conduction of
heat from the two sides of the channel.

Before commencing the simulations, water molecules are
first distributed on a grid such that oxygen atoms are separated
by σ = 0.27 nm and hence do not overlap. For the first 5000
time steps the fluid temperature was adjusted through a direct
rescaling of fluid particle velocities. After this initial simula-
tion phase, the Nosé-Hoover thermostat was applied only to
the wall particles. This allowed for a faster equilibration time.
Finally, after 300 ps we switched on the rotating field and al-
lowed the system to attain steady-state (typically around 6 ns)
before accumulating time averages of quantities of interest.
Averages of dynamical quantities were collected by apply-
ing standard binning techniques,42 with 200 bins of size 	y
= 0.02 nm, sampling every 10 time steps for around 7 ns per
simulation run.

The streaming velocity vx(y) is plotted against channel
position (normal to the wall surfaces, i.e., the y-direction) and
has been computed from the microscopic definition of the mo-
mentum flux density

Jx(r, t) =
∑

i

mivx,iδ(r − ri) (6)

divided by the mass density

ρ =
∑

i

miδ(r − ri), (7)

where here i indexes molecule i, mi is the mass of water
molecule i, vx,i is the x-velocity component of the i-th wa-
ter molecule averaged over the x and z coordinates and ri is
the center of mass of molecule i. For every slab, localized be-
tween y and y + 	y, the streaming velocity is computed at the
end of each simulation run as

vx(y) = 〈∑i mivx,iδ(yi − y)〉
〈∑i miδ(yi − y)〉 , (8)

where the angle brackets imply time averages.

III. RESULTS

In Fig. 1 we show a schematic of the simulation system,
in which water molecules are confined by atomistic walls sep-
arated by nanometer distances. In Fig. 1(a) one wall is hy-
drophobic and the other hydrophilic, whereas in Fig. 1(b) both
walls are hydrophilic. Also plotted in Figs. 1(a) and 1(b) are
the linear streaming velocity profiles that are generated when
both systems are subjected to a rotating electric field. The
small regions immediately adjacent to the walls are excluded
due to large statistical error caused by volume exclusion in

these density depleted regions of fluid (see further details at
the end of this section on the density profile and former details
on the streaming velocity profile estimate).

Figure 1(a) shows the results of seven independent runs
performed for the channel width h = 2.25 nm and N = 270
water molecules. The field frequency ranged from ω/2π

= 6.69 GHz (green curve) to 41.1 GHz (red curve) while the
amplitude was held fixed at E = 0.184 VÅ−1. Blue curves rep-
resent simulations with intermediate frequencies. For the low-
est frequency used (green curve), it can be seen that the max-
imum streaming velocity is around vx = −20 ms−1, obtained
next to the hydrophobic (high slip) wall (ignoring values im-
mediately adjacent to the wall). On the hydrophilic (stick)
counterpart an almost vanishing fluid velocity is detected.

Gradually increasing the frequency from ω/2π

= 6.69 GHz to 41.1 GHz, the largest value used in this
work, results in a monotonic increase of the slope of the
velocity profile. Below a frequency of 120 GHz (inverse of
the dipolar relaxation time of water), the dipoles are able
to follow the field. In our frequency range (≤40 GHz) we
are in that regime. Consequently, as the number of electric
field oscillations per unit time increases (remaining within
our frequency range), the coupling between spin angular
momentum and linear streaming momentum is enhanced
(water rotates more often per unit time). The largest increase
in the net flow rate was found for ω/2π = 41.1 GHz, which
gives vx ∼ −80 ms−1, shown as the red profile in Fig. 1(a).
The fact that our simulations find net non-zero flow rates for
such a system confirms recent theoretical predictions.15, 18

Figure 1(b) shows results for the case in which wa-
ter is confined between two identical hydrophilic surfaces.
Results are obtained from four simulations with fixed E
= 0.184 VÅ−1, while varying the frequency over the range
ω/2π = 6.69–41.1 GHz. This is a subset of the frequency
range in Fig. 1(a) and with the same field strength. Based
on continuum descriptions, theory predicts that in the case of
identical walls equal and opposite flow should result, but with
a zero net flow.15, 18 Our simulation results confirm this. Even
though flow does result, all linear streaming velocities of the
water in one half of the channel are exactly equal in mag-
nitude, but opposite in direction, to those in the other half,
resulting in a net zero flow rate. We still observe the trend
that increasing frequency results in stronger flow in any fixed
point in the channel. There could be interesting applications
of this phenomenon, perhaps in separating different molecular
species in a mixture, but as a form of unidirectional pumping
such a system is not useful.

In Fig. 2(a) we plot flow profile results from four simula-
tions with fixed frequency ω/2π = 23.9 GHz and varying am-
plitudes, exploring the range E = 7.89 × 10−2 − 0.237 VÅ−1.
The streaming velocity at the lowest amplitude (green curve)
yields the lowest net flow rate, corresponding to a maximum
velocity observable adjacent to the hydrophobic surface of
approximately vx = −20 ms−1, similar to the previous case
with E = 0.184 V Å−1 and ω/2π = 6.69 GHz. The red curve
represents the case of the highest strength, achieving a maxi-
mum velocity of vx = −80 ms−1, again similar to the previ-
ous case E = 0.184 V Å−1 and ω/2π = 41.1 GHz, plotted in
Fig. 1(a). The torque exerted on a water dipole, given by

Downloaded 19 Apr 2013 to 130.226.173.83. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions



154712-5 De Luca et al. J. Chem. Phys. 138, 154712 (2013)

FIG. 2. Streaming velocity profiles across the channel of water confined between two different planar walls. (a) The width of the channel is h = 2.25 nm. The
frequency is kept constant while varying the amplitude. (b) As in (a), except for a larger channel width of h = 2.89 nm. The hydrophilic surface is on the left,
whereas the hydrophobic surface is on the right of both figures.

the term μ × E, provides a natural explanation of the trend
observed in Fig. 2(a), namely that as the frequency is held
constant, an increase in field amplitude results in greater
torque on the water molecules, which in turn again increases
the conversion of angular to linear momentum of the water
molecules.

Next, we show the effect for a larger system size, de-
picted in Fig. 2(b), with water film thickness further increased
to 2.9 nm. For consistency, we use the same field parameters
as before, in this case ω/2π = 23.9 GHz and amplitude start-
ing from E = 7.89 × 10−2 V Å−1 to E = 0.237 V Å−1. As
expected, the lowest field amplitude E = 7.89 × 10−2 V Å−1

(green curve) produces vx = −40 ms−1, the lowest observed
value. The maximum streaming velocity reaches the largest
value vx = −110 ms−1 for E = 0.237 VÅ−1 (red curve). Note
that the slopes of Fig. 2(a) are lower than the corresponding
slopes of Fig. 2(b). The potential difference inside the chan-
nel 	V increases if the spacing between the walls increases
and the electric field is kept constant. As a consequence, the
larger system of Fig. 2(b) experiences a larger potential than
that of Fig. 2(a), and so more energy is pumped into the sys-
tem. This observation opens up prospects for interesting ben-
efits in experimental applications. Note that for almost all the
simulation results, we observe a small non-zero slip velocity
next to the hydrophilic surface. Only for the lowest electric
field frequencies and strengths used (green lines) can the stick
boundary condition assumption for the streaming velocity on
the hydrophilic side be reproduced (vx = 0 ms−1), whereas a
small deviation, compared with the hydrophobic side, can be
detected as the frequency or the field strength increases. This
result may appear controversial because it is usually assumed
that the validity of the no-slip boundary condition at the hy-
drophilic solid surface holds (surface with a static contact an-
gle less than 90◦), i.e. zero fluid velocity. But it has recently
been found in simulations of Couette flow, that a liquid slip
can occur on a hydrophilic solid surface,43 which in our case
is evident, to a different degree, in Figs. 1(a) (left side) and
1(b) (both sides).

In Fig. 3(a), we display the maximum streaming velocity
as a function of electric field strength at a fixed frequency of
23.9 GHz for the h = 2.25 nm system. Theory predicts that
the streaming velocity should go as E2,15, 18 to lowest order
in E. Indeed, we do see this quadratic dependence but only
for relatively weak fields. As the field strength increases, the
flow velocity flattens out and saturates at higher values as seen
in Fig. 3(b), which is not predicted by existing theory. This
saturation at higher fields suggests an optimal field strength
for maximal flow throughput for any particular frequency. We
note that for higher fields the polarizability of water depends
on the magnitude of the electric field itself. This is not taken
into account by the theory as it currently stands and hence it
is unable to predict this flattening behaviour.

In like manner, the dependence of the maximum flow ve-
locity on frequency for a variety of field strengths for the two
different system sizes simulated is displayed in Figs. 3(c) and
3(d). For the larger system, we have N = 346 water molecules,
confined between two different surfaces h = 2.89 nm apart.
Bonthuis et al.18 predict a frequency dependence that is lin-
ear at small frequencies and decays at higher frequencies. Our
molecular dynamics data shows an almost linear increase for
low frequencies, and a flattening of the maximum velocity at
frequencies � 100 GHz. We also find that indeed the max-
imum velocity does decay in the frequency range 150 GHz
� ν � 1 THz (not displayed). The frequencies required for
this decay are very high, corresponding to time scales smaller
than the dipolar relaxation time of water. Molecules do not
have sufficient time to respond to the rotation of the field so
their rotational motion is reduced, which in turn means that
the coupling of rotational to linear momentum is progres-
sively weaker as the frequency increases.

Our simulations also show that the flow rates can be in-
creased by increasing the width of the channel (Fig. 3(d)), in
qualitative agreement with theory,15, 18 though we note that it
is not possible to find the actual (or approximate) functional
dependence on channel width from only the two widths sim-
ulated in this work. Even though flow is in principle possible
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FIG. 3. (a) and (b) Maximum (absolute) streaming velocities adjacent to the hydrophobic wall versus electric field for h = 2.25 nm and frequency 23.9 GHz.
(a) 0 ≤ E < 0.15 VÅ−1, with a quadratic fit (curve) and (b) 0 ≤ E < 0.35 VÅ−1 with points connected to guide the eye. (c) Maximum (absolute) streaming
velocities versus electric field frequency for h = 2.25 nm, (d) for h = 2.89 nm. In (c), (d) E = 0.0289 VÅ−1 for the black colored squares, and 0.195, 0.363 and
0.531 VÅ−1 for the green, red and blue squares, respectively. The field frequency (x-axis) ranges from 9.5 to 150 GHz.

at large channel widths, the physics dictates this would neces-
sitate extremely large electrical potential differences to obtain
the same field strength and/or frequencies, making the tech-
nique unfeasible for anything other than nano-scale flows.

In addition to illustrating how a rotating field can in-
duce unidirectional flow of water, taking into account dif-
ferent boundary conditions, it is important to consider the
effect of heating up the water, due to the dipolar loss
mechanism.29, 44, 45 We emphasize here that we are interested
in finding not only the highest magnitudes for the velocity
profiles, but, to some extent, maintaining the lowest fluid tem-
perature. Excessive fluid heating could be detrimental for use-
ful applications, particularly in systems involving manipula-
tion of biomolecules. Unfortunately these two features are in
competition, as we inevitably encounter a higher temperature
when we tune the field parameters such as to optimize for
higher net flow. Nonetheless, we will show that for certain
frequencies and field amplitudes used in this study, both re-
quirements can be satisfied.

Figure 4 shows the molecular temperature profile relative
to Fig. 1(a), evaluated as

Tmol = 1

3NkB

∑
i

mic2
i,cm, (9)

where N is the total number of water molecules and ci, cm

is the thermal velocity of the center of mass of molecule i
(i.e. the streaming centre of mass velocity is subtracted out).
We restrict our analysis to the frequency range ω/2π = 6.69
− 41.1 GHz with fixed E = 0.184 VÅ−1, as in Fig. 1(a).
The smallest frequency, ω/2π = 6.69 GHz (colored in green),
gives the lowest temperature T ≈ 300 K, which is equal to the
wall temperature. Thus, no significant temperature increase
throughout the fluid is observed for this lowest frequency,
even though the corresponding vx ≈−20 ms−1 remains a sig-
nificant value. As the frequency rises, the temperature also
gradually increases due to the excited reorientation of dipoles
under the action of the external rotating field. When the fre-
quency increases, molecular rotations also increase, resulting
in an increase in temperature. The temperature profiles are
maximum near the centre of the fluid and decrease monoton-
ically towards their minimum values at the walls due to the
conduction of heat from fluid to wall. Note that the profiles of
Fig. 4 manifest a discontinuity in the temperature (so-called
temperature jump) at the boundaries for higher frequencies
(the walls are always maintained at a temperature of 300 K),
which can be ascribed to the interfacial thermal resistance of
the two walls.46 These results confirm that a judicious choice
of field strengths, frequency values and wall temperatures can
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FIG. 4. Temperature profiles measured for fixed field strength E
= 0.184 VÅ−1 and frequency ranging from ω/2π = 6.69 GHz to 41.1 GHz.

generate significant non-zero net flow with moderate temper-
ature increase within the fluid.

Our aim in this work is to convincingly demonstrate that
unidirectional net flow can be induced for polar molecules in
nanoconfined geometries. Our simulation results show qual-
itative agreement with theoretical predictions, but we can go
one step further and demonstrate the quantitative accuracy of
our simulations with our theoretical predictions. In order to do
this, we compare our molecular dynamics results with the so-
lutions of the extended Navier-Stokes equations (ENS), which
include the effect of the intrinsic angular momentum.47–49 For
the geometry of Fig. 1, the ENS read in the low Reynolds
number regime

ρ
∂ux

∂t
= ρFe + (η0 + ηr )

∂2ux

∂y2
− 2ηr

∂�z

∂y
, (10)

ρI
∂�z

∂t
= ρ�z + 2ηr

(
∂ux

∂y
− 2�z

)
+ ζ

∂2�z

∂y2
, (11)

where ρ is the density, η0 and ηr are the shear and vor-
tex viscosities, respectively, and ζ = ζ 0 + ζ r and I are the
equivalent spin viscosities and the moment of inertia per unit
mass of water. The external force in the x-direction acting on
the molecules is Fe and �z represents the external torque in-
jected into the system by the external electric field. ux is the
streaming velocity in the direction parallel to the walls (x-
direction), �z is the average molecular angular velocity field,
describing rotation of the water molecules. Here we assume
we can treat water as a uniaxial molecule, which is a reason-
able approximation to make in order to solve the above cou-
pled equations without the need for more complicated theo-
retical considerations.15 We estimate the transport coefficients
taking into consideration the fact that the temperature of the
system used to compare with the numerical solution is ap-
proximately T = 380 K. We set η0 = 2.5 × 10−4 Pa s16 and
ζ = 4.0 × 10−22 kg ms−1, which has been treated as a free
parameter since no estimate is available in the literature for
this temperature. However, note that the two spin viscosities
have been evaluated for the SPC/Fw water model in the range
T = 284–319 K,15 showing a decreasing tendency when the
temperature increases, consistent with the free parameter es-

timate we use. The rotational viscosity has been estimated
by solving Eq. (11) for ηr in the steady-state, i.e., ∂�z/∂t
= 0, assuming ∂2�z/∂y2 = 0, for a lower field amplitude E
= 0.094 V Å−1. From the velocity profile for the amplitude
E = 0.094 V Å−1 (not shown), we estimate ∂ux/∂y = 1.34
× 1010 s−1. From the NEMD torque and angular velocity pro-
files (not shown) we estimate �z = 0.25 × 1011 rad/s and �z

= 15000 m2 s−2, giving ηr = 2.05 × 10−4 Pa s similar to ηr

= 1.7 × 10−4 Pa s.15 The density of water is ρ = 998 kg m−3.
To estimate I we take the average of the three principal
moments of inertia of SPC/E water, which gives I = 7.18
× 10−22 m2. By choosing Fe = 0 we assume that no exter-
nal force (or pressure gradient) is present except the elec-
tric field, which enters the ENS by means of the torque term
(see further discussion on the NEMD estimate of the torque
profile).

Numerical solutions of the ENS compared with our
molecular dynamics results are shown in Fig. 5 for the
system E = 0.184 VÅ−1 and ω/2π = 23.9 GHz. The ENS

FIG. 5. Numerical solutions of the steady-state ENS. (a) Asymmetric chan-
nel ENS solution (solid black line), compared with NEMD simulation results
(solid red circles) for E = 0.184 VÅ−1 and ω/2π = 23.9 GHz. (b) Solution
for the symmetric channel, compared with NEMD simulation results for the
same field parameters. (c) NEMD data for the spin angular velocity. All error
bars represent the associated standard deviations of six independent runs.
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(Eqs. (10) and (11)) were solved using the MathematicaTM

linear boundary value “chasing” (or “shooting”) solver.
Agreement between the ENS linear velocity predictions
and our NEMD data are excellent. Figure 5(a) shows the
asymmetric channel ENS solution (solid black line), com-
pared with NEMD simulation results (solid red circles) for
E = 0.184 V Å−1 and ω/2π = 23.9 GHz. Data points and
the associated standard deviations represent the averages
of six independent runs, evaluated for each bin, for the
system corresponding to the central, blue profile in Fig. 1(a).
Slip boundary conditions are taken from molecular dynamics
simulation data. On the left wall we have vx(0) = 4 ms−1

(approximately no slip boundary condition at the hy-
drophilic wall, compared with the hydrophobic wall) and
on the right wall vx(L) = −52 ms−1, where L = 2.2 nm
is the position of the hydrophobic wall. In Fig. 5(b)
we present the solution for the symmetric channel, com-
pared with NEMD simulation results for the same field
parameters E = 0.184 VÅ−1 and ω/2π = 23.9 GHz.
Boundary conditions are again taken from the molecular
dynamics simulations, with values vx = ±18 ms−1. Note
that due to the density depletion zones immediately adjacent

to both walls (and hence poor statistics), the width of the
channel that is displayed is just 2.24 nm, and the x axis rep-
resents the y-position of the fluid normalised by this value.
Finally, in Fig. 5(c) we show the NEMD data for the spin
angular velocity. The corresponding numerical solution has
not been depicted because the shape is not accurately cap-
tured. Nonetheless, by imposing in the numerical solver the
boundary condition taken from the NEMD data, approxi-
mately �z = 0.7 × 1011 rad/s at both walls, the numerical
average streaming angular velocity in the center of the chan-
nel is approximately the same as the NEMD profile. As we
will see shortly, we can not assume the no-slip boundary con-
ditions for the angular streaming velocities of water at both
walls, i.e., �(0) = �(L) �= 0.

To quantify the term �z in the right hand side of Eq. (11),
we computed the specific torque (torque per unit mass) with
the same binning technique used to evaluate the streaming ve-
locity profile and then averaged over all water molecules. The
water molecules’ center of mass is positioned in a bin between
y and y + 	y in the channel. Quantities are averaged over time
and the final averaged torque per unit mass is computed at the
end of the simulation, given by

�z(y, t) = 〈∑i

∑
j ((xij − xi,cm)qijEiy(t) − (yij − yi,cm)qijEix(t))δ(yi − y)〉

〈∑i miδ(yi − y)〉 , (12)

where the first index i labels the water molecules and j indexes
the three charged sites of the SPC/E model. The term xij rep-
resents the x coordinate position of site j of molecule i with
respect to the simulation box reference frame. The term xi, cm

is the x component of the center of mass position of molecule
i, expressed in the same coordinate system. The terms Eix(t)
and Eiy(t) describe the x and y components of the external
electric field, and qij is the charge of site j of molecule i. The
result is shown in Fig. 6, from which we use a value near the
centre of the channel of �z = 20 000 m2 s−2 to be inserted in
Eq. (11).

We solve the dimensionless form of the associated
steady-state problem of the ENS (Eqs. (10) and (11)), taking
zero for the time-derivative terms and rescaling the dynamical
variables with L0 = 2.2 nm, the width of the channel, and u0

= 10 ms−1, a value comparable to results from NEMD simu-
lations. Boundary conditions at the walls for ux, as explained,
are input into the numerical solution using those values deter-
mined directly from the apparent slip velocities obtained from
the NEMD data.

In order to compare our numerical velocity profiles to the
actual molecular dynamics data, we also need to compute the
spin angular velocity from our molecular dynamics simula-
tions. We do this as follows. The streaming angular veloc-
ity profile can be estimated from S = � · �,38, 39 in which
S, �, and � are the specific spin angular momentum vector,

moment of inertia tensor and the streaming angular velocity
vector, respectively. The intrinsic angular momentum vector
for a single water molecule is calculated by

Sj =
∑

i

(rji − rj,cm) × mi(vji − vj,cm), (13)
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FIG. 6. z-component profile of the torque per unit water mass, computed
from Eq. (12) for the system with N = 270 water molecules. The torque
is injected by the uniform rotating field with E = 0.184 VÅ−1 and ω/2π

= 23.9 GHz.
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where rji and vji are the positions and velocities of the three
i sites of the j molecule, evaluated with respect to the simula-
tion box reference frame, with rj,cm and vj,cm being the center
of mass position and the center of mass velocity, and mi the
mass of the hydrogen and oxygen sites.

With the same binning technique described earlier,
every 10 time steps we compute the specific spin angular
momentum

S(y, t) = 〈∑j Sj (y, t)δ(yj − yj,cm)〉
〈∑j mjδ(yj − yj,cm)〉 (14)

and the specific moment of inertia

�(y, t) = 〈∑j �j (y, t)δ(yj − yj,cm)〉
〈∑j mjδ(yj − yj,cm)〉 (15)

where the index j spans over all the water molecules with cen-
ter of mass located in the bin between the distance yi and yi

+ 	i across the channel and the angle brackets again refer
to the time average. At the end of the simulation, for every
bin, we solve the linear system S = � · � for �, obtaining
a profile for the streaming angular velocity across the chan-
nel (y-direction).38, 39 Our method was tested for accuracy
in a standard steady-state Poiseuille flow NEMD simulation
(flow in the x-direction with confinement in the y-direction),
in which it is known that the angular velocity for a sufficiently
wide channel (where spin diffusion can be ignored) goes as
�z = −γ̇ /2, where γ̇ is the strain rate, and this was indeed
verified.

To ensure that the channel width was wide enough, we
plot the number density against channel position in Fig. 7,
evaluated with the external field off. No significant density
oscillations are detectable in the center of the channel. In
Fig. 7 it is also recognizable that the first peak on the left,
corresponding to the hydrophilic surface, results in molecules
slightly shifted towards the wall and more tightly packed than
the corresponding peak on the hydrophobic wall (right side of
the figure). This suggests a larger wetting of the left surface
due to the additional charges placed on the wall. On the oppo-
site side, the repulsion of water molecules by the hydrophobic

FIG. 7. Number density profile of water as a function of the distance from
the hydrophilic plate (on the left).

wall is partly imposed by the WCA potential, which has no at-
tractive part, and partly by its higher density.

The other significant point to note about the angular ve-
locity profile is that a naive assumption of zero spin angular
velocity at the walls (i.e., no-slip angular velocity boundary
condition) leads to a severe mismatch between the numeri-
cal solution and the NEMD results. We have thus used the
measured NEMD slip angular velocity at both walls as the
boundary conditions for the solution of the ENS equation. In
this sense, our numerical approach in solving the ENS, which
at first sight appears simpler than a fully analytical treatment,
is in fact revealing the importance of a correct choice of the
boundary conditions for the velocity and angular velocity pro-
files, which in turn may not be accurately estimated without
resorting to NEMD results.

We also draw attention to the fact that the external electric
field acting on the sites of water, which enters the Newtonian
equations of motion, Eq. (5), should be interpreted as an ef-
fective electric field, implying that the real external field is the
effective field multiplied by the permittivity of the particular
fluid system under investigation.

Finally, we attempted to compare our NEMD simulation
data for the streaming velocity profiles with the predictions
of Bonthuis et al.18, 19 at relatively low field and frequency of
E = 0.094 V Å−1 and ω/2π = 23.9 GHz. While we found
qualitative agreement between the shape of the predicted pro-
files and the actual NEMD data, quantitative agreement was
not that good. In fact, for our field strength (roughly an or-
der of magnitude larger than that used by Bonthuis et al.19

in their estimation of the dipolar relaxation time and polariz-
ability per unit mass used in their theory) we find a dipolar
relaxation time of 2 ps, which is significantly lower than the
value of 7 ± 2 ps used by them. In order to quantitatively find
better agreement with their analytic theory we would need to
conduct our simulations at an order of magnitude lower field
strength, which unfortunately would result in poor statistical
accuracy for the system size we are working with. This in fact
demonstrates the robustness of the numerical approach taken
by us in solving Eqs. (10) and (11), in that it is more applica-
ble at higher field strengths compared to the existing analytic
treatment which is only strictly valid at lower fields.

IV. CONCLUSION

We have conducted the first computer experiment to con-
vincingly demonstrate that coupling of spin angular momen-
tum to linear streaming momentum of a polarizable liquid
such as water can be exploited to generate sustained and non-
intrusive pumping for nanofluidic devices. Such a pumping
mechanism obviates the need for any form of intrusive me-
chanical forcing or electronic circuitry to generate potential
differences. Our numerical experiments confirm up to a point
previous theoretical predictions, but also importantly high-
light limitations to them. Equally importantly, we demon-
strate how flow can be achieved under laboratory conditions
in which a rotating field acts upon a nanofluidic water sys-
tem such that its symmetry is broken by a judicious choice
of hydrophobic and hydrophilic channel walls. Under such
conditions a net non-zero unidirectional and non-negligible
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flow of water is generated. We find that higher field strengths
and/or higher frequencies generate stronger flows, up to a fi-
nite saturation level. Our simulation results are used to verify
the extended Navier-Stokes equations incorporating intrinsic
molecular spin and its associated transport coefficients. The
effect of the heating on the system was also investigated and
we find that a significant flow rate can be induced without
the water temperature increasing by any significant amount.
This has important implications for nanofluidic devices such
as lab-on-a-chip detectors that are sensitive to the effects of
high temperature on biomolecules. Further studies to follow
will investigate wall materials such as graphene (hydropho-
bic) and functionalised silica (hydrophilic) as feasible materi-
als for laboratory based experiments to be undertaken.
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