
THE JOURNAL OF CHEMICAL PHYSICS 140, 054502 (2014)

A new and effective method for thermostatting confined fluids
Sergio De Luca,1 B. D. Todd,1,a) J. S. Hansen,2 and Peter J. Daivis3

1Department of Mathematics, Faculty of Science, Engineering and Technology, and Centre for Molecular
Simulation, Swinburne University of Technology, Melbourne, Victoria 3122, Australia
2DNRF Center “Glass and Time,” IMFUFA, Department of Science, Systems and Models, Roskilde University,
DK-4000 Roskilde, Denmark
3School of Applied Sciences, RMIT University, Melbourne, Victoria 3001, Australia

(Received 7 October 2013; accepted 23 December 2013; published online 3 February 2014)

We present a simple thermostatting method suitable for nanoconfined fluid systems. Two conven-
tional strategies involve thermostatting the fluid directly or employing a thermal wall that couples
only the wall atoms with the thermostat. When only a thermal wall is implemented, the temperature
control of the fluid is true to the actual experiment and the heat is transferred from the fluid to the
walls. However, for large or complex systems it can often be computationally prohibitive to employ
thermal walls. To overcome this limitation many researchers choose to freeze wall atoms and instead
apply a synthetic thermostat to the fluid directly through the equations of motion. This, however,
can have serious consequences for the mechanical, thermodynamic, and dynamical properties of
the fluid by introducing unphysical behaviour into the system [Bernardi et al., J. Chem. Phys. 132,
244706 (2010)]. In this paper, we propose a simple scheme which enables working with both frozen
walls and naturally thermostatted liquids. This is done by superimposing the walls with oscillating
particles, which vibrate on the edge of the fluid control volume. These particles exchange energy
with the fluid molecules, but do not interact with wall atoms or each other, thus behaving as virtual
particles. Their displacements violate the Lindemann criterion for melting, in such a way that the net
effect would not amount to an additional confining surface. One advantage over standard techniques
is the reduced computational cost, particularly for large walls, since they can be kept rigid. Another
advantage over accepted strategies is the opportunity to freeze complex charged walls such as
β-cristobalite. The method furthermore overcomes the problem with polar fluids such as water, as
thermalized charged surfaces require higher spring constants to preserve structural stability, due to
the effects of strong Coulomb interactions, thus inevitably degrading the thermostatting efficiency.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4862544]

I. INTRODUCTION

In the last decade, nonequilibrium molecular dynamics
(NEMD) of confined fluids has seen rapid growth, to the ex-
tent that it is now regarded as an essential tool to study liq-
uid transport at the nanoscale.1 Typically, flow production
is achieved by the action of external gravity-like forces,2–4

or shear forces exerted by moving wall boundaries,5–7 yield-
ing classical Poiseuille and Couette flow profiles, respec-
tively. Flows of liquids with diluted ions can be sustained
by the action of electric fields, as in electro-osmotic flow.8

The external perturbation drives the fluid out of equilibrium,
performing work and heats up the system. To attain steady
state, the excess heat must be removed from the system.
When no work is performed by external agents, for instance,
when structural and diffusion properties of water near inter-
faces are the focus,9 a thermostat is required to fix the ther-
modynamic state point of the fluid. Several options are at
one’s disposal, such as the Berendsen,10 Langevin,11 Gaussian
isokinetic,12 Andersen,13 configurational,14, 15 and the Nosé-
Hoover thermostats.16–18 Of these the latter is renowned for
its ability to sample the canonical ensemble at equilibrium.18
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Details of these thermostats can be found in a number of
molecular dynamics textbooks.12, 19–23

Several classes of materials and geometries are employed
as surfaces to which fluids are confined. Graphene surfaces
and carbon nanotubes24 are remarkable examples for their
potential applications in nanofluidics, such as chemical
sensors,25 microelectronics,26 and desalination membranes.27

Alternatively, simpler arrangements such as the BCC
(body-centered-cubic) or FCC (face-centered-cubic) crystal
structures are widely used in molecular dynamics simulation
modeling of metal surfaces or simple container templates.
These structures may be fixed in space, or subjected to rigid
translation to shear the fluid. Since rigid structures cannot
transport heat, the fluid must be directly thermostatted to
reach the steady state. In confined fluid NEMD simulations,
it is often considered appropriate to thermostat only in
the directions perpendicular to the fluid velocity,28, 29 to
reduce interferences in the flow direction. However, the
PUT thermostat30, 31 (Profile Unbiased Thermostat) makes
it possible to correctly thermostat also in the direction of
the flow by subtracting the streaming velocity contribution.
Alternatively, thermal walls can be implemented. Surface
atoms are modelled with particles oscillating around their
equilibrium lattice positions,32 and the heat is transported
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across the fluid and into the walls, resembling a real
experiment.

It has been pointed out that for boundary driven Couette
flow,33, 34 thermostatting the fluid may be unrealistic since it
eliminates all temperature gradients and heat fluxes. Remov-
ing the heat from the fluid at a rate which is higher than the
natural conduction through walls may result in highly non-
physical situations.33 The heat dissipated does not naturally
redistribute between all the degrees of freedom, which could
manifest itself in an unrealistic steady state and incorrect val-
ues at nonlinear transport properties such as the first normal
stress coefficient.35, 36

Recently, Bernardi et al.37 investigated how distinct
thermostatting techniques may affect diverse mechanical
properties of nanoconfined fluids such as velocity, density,
temperature and shear stresses. Under Couette flow, a compar-
ison was made between the direct application of a thermostat
on the fluid, and the thermal wall strategy. Results were com-
plemented with an analysis of the Lyapunov spectra, which
reveals the chaotic dynamics near the interfaces. They found
unphysical temperature profiles, inconsistent streaming ve-
locity profiles and stronger density profile fluctuations when
the walls were rigid and the fluid was thermostatted. The Lya-
punov analysis confirmed that thermostatting the fluid biases
the dynamics near the interfaces. They concluded that the best
agreement with hydrodynamic predictions is attainable if only
the walls are thermostatted. Yong and Zhang38 applied dif-
ferent thermostatting algorithms to the wall only, to the wall
and the fluid, and only to the fluid, under the same Couette
flow geometry. They found that thermostatting the fluid in
strongly sheared systems may give unphysical results. Fur-
ther studies5, 31, 39 demonstrated that coupling the fluid with a
thermostat may affect the properties of molecularly structured
fluids, inducing unwanted average torques on molecules and
affecting their orientational ordering.

In any situation where the heat transfer at the fluid-solid
interfaces must be realistic, thermal walls may be the only re-
liable method. A typical thermal wall is made of atoms teth-
ered to lattice sites with springs imparting oscillations to the
atoms, frequently arranged as FCC or BCC crystal structures,
and bonded to their equilibrium lattice positions ri0 by the
force

Fe,i = −k(ri − ri0), (1)

where k is the wall spring constant, and ri represents the
vector position of a wall particle. Realistic implementations
require that the mean-square displacement of the wall atoms
do not exceed the Lindemann criterion for melting40

〈|ri − ri0|2〉1/2

dmin

< 0.15 (2)

in which 〈|ri − ri0|2〉 is the mean-square displacement of the
wall atoms from their equilibrium position and dmin is the
smallest distance between nearest neighbors of the solid under
investigation. The spring stiffness should preserve the solid
state structure during the course of the simulations to prevent
liquid atoms from penetrating the walls.

When the temperatures are very high, the walls may not
sustain the pressure exerted by the liquid, which may perme-

ate or disrupt the surface. Tuning the stiffness of the spring
may solve this complication. In some circumstances, softer
wall springs are required to properly thermostat the fluid, and
to recover stability an additional barrier wall may be inserted
close to the surface.41 To enhance stability, wall particles may
be made to interact between themselves. However, with N
wall atoms the computational cost may scale as N2 or NlogN
when implementing the neighbor list method in conjunction
with a linked list,21 which can be expensive for larger or
complex walls. The computational cost is even larger when
the stability of the carbon structure is maintained by three-
body interaction potentials such as the Brenner potential.42

A recent interactive thermal wall model was devised in
the context of two-dimensional shear-driven flow of liquid
argon,43 and three-dimensional systems,44 which scales as
N and allows complex treatment of the thermal boundary
condition at interfaces. Other advanced thermal wall models
are the phantom method,45–47 in which a layer of additional
molecules is placed below the real wall and connected with
the real particles with special springs, mimiking the infinitely
wide bulk solid, and the variable boundary temperature
method48 (VBT), which accurately models the thermal
conduction inside the wall. Extensive reviews and critical
discussions of different aspects of thermal walls, including
schemes which do not involve elastic spring forces, can be
found in the literature,43, 49, 50 and many references therein.

In the framework of thermal walls, when complex,
charged crystal structures confine polar fluids, a spring con-
stant value which imparts stability, simultaneously enabling
efficient heat transport through the walls, may be difficult to
obtain. We have verified51 that when the plane (111) of β-
cristobalite,52–56 with silanol surface density σ = 4.55(SiOH)
/nm2,57 is exposed to SPC/E58, 59 water molecules embedded
in an electric field of the order ≈1 VÅ−1,60 the values of
k satisfying Eq. (2) lead to atomic vibrational frequencies
which degrade the thermostatting performance. A Nosé-
Hoover thermostat fixing Twall = 300 K was used. Softening
the spring stiffness improves the thermostatting performance,
but water may permeate the wall. Allowing wall interparticle
interactions mitigates the difficulty. However, the tethrahe-
dral and surface atomic arrangement of (111) β-cristobalite
implies more than one interatomic distance separation, which
makes stabilizing the repulsive interactions with a single σ

Lennard-Jones20 parameter very difficult. Hence, working
with a rigid wall may solve the problem, but this would make
it mandatory to thermostat the fluid directly.

To overcome these difficulties we have devised a
simple scheme which enables rigid walls to coexist with un-
thermostatted fluids. This solves the stability issues discussed
above, impeding penetration of liquid molecules through the
surfaces, and circumventing any thermostat interference on
the fluid dynamics. Moreover, using a rigid wall together with
so-called “virtual particles” is much more computationally
efficient than fully vibrating walls, especially if the wall is
dense and multilayered. The reason, which will be detailed
in Sec. II, is that the number of virtual particles does not de-
pend on the characteristics of the rigid wall and can be much
less than the number of atoms composing the real surface. Fi-
nally, the method preserves the natural temperature profiles in



054502-3 De Luca et al. J. Chem. Phys. 140, 054502 (2014)

fluids. As will be explained, the displacements of the virtual
wall particles violate the Lindemann criterion for melting. To
demonstrate our scheme we utilize two graphene layers rather
than two (111) β-cristobalite slabs, whose strong hydrophilic-
ity and adsorption characteristics61–65 would have concealed
some features of the model.

We describe our virtual particle thermostatting procedure
(VP scheme) in the context of Poiseuille flow, making com-
parison with the thermal wall approach, in which the Nosé-
Hoover thermostat is applied to wall particles (TW scheme).
We investigate mechanical properties like the streaming
velocity, density and temperature profiles, for different
gravity-like forces and varying the parameters at our dis-
posal. To further validate the method, we quantify the heat
flux and the Kapitza resistance66, 67 at the solid-liquid inter-
face, making comparison with molecular dynamics (MD) and
experimental values taken from the literature.

II. THERMOSTAT DESIGN AND SIMULATIONS

We performed NEMD simulations with code developed
by the authors. The system under investigation includes two
planar surfaces confining N = 314 water molecules. Wa-
ter was modeled with the SPC/E pair potential.58 The par-
tial charges of the SPC/E model are qH = 0.4238e and
qO = −0.8476e for hydrogen and oxygen, respectively
(e = 1.6 × 10−19 C is the fundamental unit of charge). The
SHAKE algorithm68 was implemented to maintain the rigid
structure of the water molecule, with the O–H bond length
fixed at 0.1 nm and the H–O–H angle fixed at 109.5◦. The
resulting structure yields a dipole moment of 2.35 D, within
uncertainties of the experimental value of 2.9 ± 0.6 D.69 The
rectangular simulation box has dimensions Lx = 1.969 nm, Ly

= 6.368 nm, and Lz = 2.131 nm, and is periodic in the x and
z directions (the fluid is confined in the y direction).

Solid graphene70–72 wall surfaces were modeled with a
monolayer of carbon atoms arranged in a hexagonal lattice
with bond length 0.142 nm. Its mechanical properties make
it an excellent container for fluid transport purposes. Two
graphene layers are parallel to the x − z planes, with center of
mass separation h = 2.57 nm. The Lennard-Jones interaction
potential parameters between the oxygen of the water and the
carbon atoms are εCO = 0.392 kJ/mol and σ CO = 0.319 nm,73

with σCH = 0 and εCH = 0 since the hydrogen of water does
not interact with the carbon atoms. We neglect polarizability
effects of the water/graphene interface.74

When under the action of shear, pressure or electric
driving forces, the friction between molecules produces heat
which must be removed by a thermostat. Consider a rectangu-
lar grid of oscillating virtual particles, with their equilibrium
positions distributed, at the beginning of the simulation, on a
plane parallel to the x − z direction (VP plane), placed close
to the fixed, graphene layer. Their task is only to absorb heat
from the water. They thus only interact with water molecules,
are allowed to oscillate only in the y direction, do not inter-
act with the graphene wall atoms and do not interact between
themselves. In a standard vibrating wall, the mean-square
displacement of the atoms with respect to their equilibrium
position is very small, typically a fraction of the interatomic

lattice site distances. As explained, this is required to preserve
the solid structure of the wall, and is usually achieved by hav-
ing wall atom oscillation amplitudes which respect the Linde-
mann criterion for melting, Eq. (2). Selecting suitable values
for the wall spring constant, which is the main parameter that
determines the amplitude and frequency of the oscillations,75

the stiffness of the wall atoms can be tuned such that their
dynamics evolve in accord with the Lindemann criterion. The
oscillation amplitudes are mainly governed by the stiffness k
and the frequency is proportional to

√
k/m, where m is the

mass of the wall atom.76

Contrary to the standard case, in our scheme the VP plane
should not behave like a solid wall. In other words, water
molecules should not interact with the virtual particles as a
rigid barrier. To achieve this, the amplitudes of the VP har-
monic motion do not respect the Lindemann criterion for
melting, that is, the root mean-square displacement of the
VP i located at the instantaneous position ri, y (with equilib-
rium position ri0, y) should satisfy 〈|ri, y − ri0, y|2〉1/2 > 0.15
× dmin. The inequality may be satisfied using low values for
the spring constant, which typically would not keep the solid
state of a standard thermal wall. For instance, in the case of
graphene, assuming dmin = 0.142 nm, we obtain |ri, y − ri0, y|
> 0.21 Å. The requirement can be achieved with spring con-
stant values of the order k ≈ 0.5 Nm−1. With k ≈ 0.5 Nm−1 at
T = 298 K we observe |ri, y − ri0, y| ≈ 3 Å from the VP plane
to empty space (opposite to the fluid volume), during simula-
tions. Note that we set the mass of a VP equal to the mass of
oxygen. To further enforce this characteristic, we do not con-
strain the center of mass momentum of the VP plane particles,
which would amount to an extra pressure on the fluid volume,
screening the natural water-graphene interactions. We point
out that lower spring constants correspond to lower wall atom
oscillation frequencies,75 enabling the use of larger MD time
steps. In the outlined setting, the x − z coordinates of the VP
may be identified as local heat absorbers, virtually attaching
thermal transport attributes to the rigid wall.

The VP temperature is fixed at TV P = 298 K, by rescal-
ing the kinetic energy. At every time step the amount of heat
removed or transmitted to the VP is

�E(t) = 1

2

N∑
j=1

mjvj (t)2 − D

2
NkBTV P (3)

which can be done evaluating the instantaneous VP tempera-
ture

TV P (t) =
N∑

j=1

mjvj (t)2/DNkB (4)

and multiplying the VP velocities by the factor√
TV P /TV P (t), where D = 1 is the translational degree

of freedom for the y-direction motion, N is the total number
of VP, and kB is the Boltzmann constant.

We verified that applying the Nosé-Hoover thermostat to
the VP, instead of the simpler rescaling procedure, does not
significantly affect the results. Note that in the context of ther-
mal walls, any of the thermostatting algorithms mentioned in
Sec. I may be applied to the walls, and often a simple velocity
rescaling method may be a feasible scheme.77 Moreover, our
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verification is compatible with the findings of Liu and Li78

who demonstrated, in the same context, that the rescaling ap-
proach does not significantly affect the temperature distribu-
tions obtained compared to other thermostats that couple with
walls.

We designate as dgv the perpendicular separation be-
tween the graphene layer and the VP plane. Setting dgv = 0
indicates that the VP plane and the graphene layer lie on
the same horizontal plane. Choosing dgv > 0 implies shift-
ing the VP plane inside the fluid, whereas dgv < 0 primarily
exposes graphene to water and moves the VP plane inside the
graphene walls. A schematic diagram of the system for the
three cases is depicted in Fig. 1. Note that in setting dgv we
fix (at the beginning of the simulation) the y-coordinate of the
VP plane equilibrium position (which does not change). How-
ever, during the simulation the average y-coordinate of the VP
plane does change and may not coincide with the initial equi-
librium y-coordinate since the center of mass of the VP plane
is not constrained. This is particularly emphasized if dgv > 0,
a circumstance in which the VP are pushed back by the water.

We distribute on a rectangular grid 36 particles per VP
plane, with the x-direction interparticle separation being �lx
= Lx/6 and z-direction �lz = Lz/6, arranging one VP plane
for each real surface. Each graphene layer is composed of 160
carbon atoms. The interactions between water molecules have
been modeled by means of the 12 − 6 Lennard-Jones (LJ)
potential and point charge Coulomb interaction between the
atoms making up the water molecules

φij =
∑

i

∑
j>i

4εij

[(
σij

rij

)12

−
(

σij

rij

)6
]

+
∑

i

∑
j>i

qiqj

4πε0rij

,

(5)

where the first term in parenthesis represents the short range
repulsive part and the second term models the dipole-induced
attractive part. The Coulomb term describes the electric inter-
actions between charged sites of different molecules, com-
puted with the Wolf algorithm79 with a cut-off truncation
radius of 0.918 nm and a damping coefficient α = 0.06 Å−1.80

The Wolf method requires two parameters, the cut-off radius
and the damping coefficient. In Ref. 80, it was shown that the
structural and dynamical properties were recaptured for liquid
water for cut-off of around 9 Å and damping coefficient in the
range 0–0.06 Å−1 which is what we apply here. It is worth
stressing that truncating and shifting the Coulomb force in
this manner induces a fictitious electrical field in anisotropic
systems such as confined fluids. However, this effect is usu-
ally small and will not have effects on the results presented
in this paper. The constant εij which represents the depth of
the LJ potential, is employed as an energy scale parameter,
while σ ij, the particle distance at which φij = 0, is used as a
length scale parameter, and ε0 = 8.854 × 10−12 Fm−1 is the
vacuum permittivity. For oxygen-oxygen interactions we used
the SPC/E Lennard-Jones parameters ε = 0.6502 kJ/mol and
σ = 0.3166 nm, and for hydrogen-hydrogen and oxygen-
hydrogen they are 0. We fix εwV P = ε and σwV P = σ

for the Lennard-Jones interaction between VP and water.
The distance between two sites of different molecules is
rij = |ri − rj |, where ri and rj are the position vectors of the

FIG. 1. (a) Schematic of the graphene walls (blue) and the overlapping VP
plane particles (yellow) in their initial configuration. The distance between
the two layers is dgw > 0, (b) dgw = 0, (c) dgw < 0. Partially transparent
water molecules are displayed between the walls.

oxygen and hydrogen sites of water, the graphene atoms and
the VP. The mass scaling factor is mO = 16 a.m.u. with
VP mass mV P = mO. The water-water, water-graphene and
water-VP LJ interaction potential is truncated at r = 2.5σ and
the force on atom i of a water molecule is

Fi(ri) = −
Ntot∑
j �=i

∂φij (rij )

∂ri

, (6)

where Ntot is the total number of atoms in the system. When
water molecules interact with the graphene atoms and the VP
particles the term φij represents only the LJ interaction be-
tween oxygen and graphene, and oxygen and VP particles,
with the LJ parameters explained before. Note that the hydro-
gen do not LJ interacts with the other atoms and the graphene
and VP particles are uncharged.

The Newtonian equations of motion for oxygen and
hydrogen with the inclusion of a body force term are

ṙi = pi

mi

, (7)
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ṗi = Fi + mig, (8)

where mi is the mass of atom i, pi is the laboratory momen-
tum of atom i, Fi represents the total intermolecular force act-
ing on atom i due to all other atoms, and g = (g, 0, 0) is the
time-independent external gravity-like field acting on atom i,
along the x-direction. The magnitude of the external field g
is set such as to attain steady state in the accessible simula-
tion time, whilst simultaneously avoiding excessive heating.
The leap-frog integration algorithm21 is adopted to evolve the
Newtonian equations of motion, with a time step �t = 1.57 fs.
The Newtonian equations of motion for the VP read

ṙi = pi

mV P,i

, (9)

ṗi = Fi + Fe,i , (10)

where mV P is the mass of VP, pi is its laboratory momen-
tum, Fi represents the total intermolecular force acting on the
virtual particle i due to water molecules and Fe,i represents
the spring force acting on the virtual particle, see Eq. (1). In
Sec. III we will also make use of the so-called VP-3D
scheme, in which the VP oscillation is not constrained in the
y-direction, but occurs in the x, y, z directions, as in the atoms
of a thermal wall. In this case D = 3 in Eqs. (3) and (4).

At the start of each simulation, water molecules are
distributed on a grid such that oxygen atoms do not overlap,
and the VP are arranged as previously described. The sys-
tem is allowed to equilibrate for the first 105 time steps, after
which a further 105 time steps were run in order to collect
equilibrium density profiles. After this the field was applied
to the water molecules. Before accumulating time averages of
quantities of interest, we allowed the system to attain steady-
state, typically after 5 × 106 time steps. Averages of dynam-
ical quantities were collected by applying standard binning
techniques,20 with 101 bins of size �y = 0.25 Å, sampling
every 10 time steps.

To compute the streaming velocity vx(y) we make use
of the microscopic definition of the momentum flux den-
sity, plotted against the (y-direction) distance between the two
graphene surfaces, which corresponds to the y-direction

Jx(y, t) =
∑

i

mivx,iδ(y − yi) (11)

divided by the mass density:

ρ(y, t) =
∑

i

miδ(y − yi), (12)

where i indexes molecule i, mi is the mass of water molecule i,
vx,i is the x-velocity component of the ith water molecule av-
eraged over the x and z coordinates and yi is the y-component
center of mass of molecule i. The streaming velocity is aver-
aged on slabs located between y and y + �y, where y extends
over the range 0–2.57 nm. At the end of the simulation, the
streaming velocity is computed for every bin as

vx(y) =
〈 ∑

i mivx,iδ(yi − y)
〉

〈 ∑
i miδ(yi − y)

〉 , (13)

where the angle brackets denote time averages over 7.85 ns.

The liquid temperature depends on the external field, the
location of the VP plane and several VP parameters, as will
be detailed in Sec. III. We monitor this property by means of
the same binning technique explained above, evaluating the
molecular centre of mass kinetic temperature

Tm = 1

3NkB

∑
i

mic2
i,cm (14)

for every bin, where N is the total number of water molecules
accumulated in the particular bin and ci, cm is the thermal
velocity of the center of mass of molecule i (i.e., we sub-
tract the contribution of the streaming center of mass velocity,
Eq. (13)).

III. RESULTS

We performed NEMD simulations with force magni-
tudes in the range F = (1.28 − 6.42) × 1013 ms−2. The
LJ water-VP parameters (which later on will be individu-
ally varied keeping the force fixed at a reference value) are
as follows: σwV P = 0.3166 nm, εwV P = 0.6502 kJ/mol, kV P

= 0.431 Nm−1, dgv = 0.63 Å, and NV P = 36 particles per
virtual plane.

Fig. 2 shows streaming velocity profiles for varying
fields, with green and red profiles depicting the lowest and
highest applied force field, respectively. The velocity slip at
the boundary increases as the field strength increases, quali-
tatively reproducing the fluid slip characteristic behaviour at
the solid interface.81 Moreover, profiles can be fitted with a
parabolic curve, hence the Poiseuille flow characteristic shape
is preserved.

Fig. 3(a) display temperature profiles for the VP sys-
tem. These results can be compared with those of Fig. 3(b),
in which a classical thermal wall was implemented, cou-
pling the Nosé-Hoover thermostat to the graphene atoms
and using the spring constant kT W = 3.23 Nm−1. This value
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FIG. 2. Streaming velocity profiles of water thermostatted with the VP
method. The horizontal axis represents the distance between the walls (sub-
tracting out the depleted region width), measured along the y-coordinate of
the simulation box. The five external fields are ordinated in the legend. The
horizontal axis represents the width h′ � heff 	 0.80 × 2.57 nm 	 2 nm.



054502-6 De Luca et al. J. Chem. Phys. 140, 054502 (2014)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
250

300

350

400

450

500

550

y [2.57 nm]

T
 [K

]

(a)

 

 

1.28x1013 ms−2

2.57x1013 − 5.14x1013 ms−2

6.42x1013 ms−2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
250

300

350

400

450

500

550

y [2.57 nm]

T
 [K

]

(b)

 

 

1.28x1013 ms−2

2.57x1013 − 5.14x1013 ms−2

6.42x1013 ms−2

FIG. 3. (a) Temperature profiles of water thermostatted with the VP method and, (b) Thermal wall (TW) scheme. The horizontal axis represents the width
h′ � heff 	 0.80 × 2.57 nm 	 2 nm. The black triangle represents the temperature of the VP thermostat.

was demonstrated to preserve wall stability and maintain the
thermostatting functionality.60 For the reasons explained in
Sec. II, the spring constant of the VP should be less than typ-
ical values used to preserve the wall solid state. This justifies
our choice kT W 
 kV P . Note that no VP and no thermostat
was applied to the fluid in the TW implementation. It is evi-
dent from Fig. 3 that both the VP and TW schemes are able
to exhibit temperature discontinuity at the interfaces, due to
the Kapitza resistance.82, 83 Fluid temperatures appear simi-
lar, ranging in both cases from ∼300 K to ∼500 K, when
the field increases from F = 1.28 × 1013 ms−2 to F = 6.42
× 1013 ms−2. Later on we will demonstrate that changing the
several VP parameters at our disposal allows us to achieve a
wide range of fluid temperatures at fixed field. Moreover, we
will show specific sets of VP parameters that enable VP to
attain the same thermostatting performance of TW. We em-
phasize here that the slip velocities at the solid-liquid inter-
face of the VP scheme are not expected to be equal to the slip
velocities attained with the TW scheme, since the latter de-
pend at least on the spring stiffness,75 the mass of the wall
atoms76 and the solid-liquid LJ interaction strength.41, 84, 85 In
other words, the validation of the VP scheme does not require
the achievement of the same slip velocity obtained with the
TW scheme. Nonetheless, we have verified (not shown here)
that the VP slip velocities, which are overall smaller than the
TW scheme owing to the added VP-water LJ interactions, can
be made similar to the TW results by varying dgv , which has
a significant impact on the slip properties at the interface, as
will be explained.

Fig. 4 compares the equilibrium density profile when us-
ing the VP thermostat, against the TW scheme profile. Almost
overlapping profiles demonstrate that structural properties of
water near the interfaces and in the bulk are not significantly
affected by the VP scheme, when compared with the classical
TW approach. However, the first peak of the density profile
for the VP system appears slightly shifted towards the wall
and with higher amplitude, compared with the TW profile.
This can be ascribed to the higher degree of hydrophilicity of

the composed system graphene-VP plane, with respect to the
graphene alone.

The density profiles show that the effective channel width
is different from the distance between the two graphene lay-
ers’ center of mass separation, h = 2.57nm. The effective
channel width is estimated subtracting out the graphene inter-
atomic radii, i.e., heff = 2.57 − (σ CO + σ CO)/2 ∼ 2.25 nm,
since water is depleted at the interface. Note that to plot
the velocity profiles of Fig. 2 and the temperature profiles
of Fig. 3, the horizontal axis (channel) width considered is
h′ � heff, to avoid the statistical noise in the bins immediately
adjacent the interfaces.

All the temperature profiles obtained in this work exhibit
weak temperature gradients and, to a good approximation,
they may be considered flat. Hence in the following, instead
of plotting the full temperature profiles we only consider the
value of the temperature at the center of the channel (which
corresponds to the bin N = 50), and we plot this value as

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

y [2.57 nm]

N
um

be
r 

D
en

si
ty

FIG. 4. Equilibrium density profile of water. VP scheme plotted with the
dashed line, and TW scheme with the solid line.
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a function of the varying parameter under investigation, to
improve the readability of the data trends. Similarly, the ve-
locity profiles all manifest a parabolic shape, typical of the
Poiseuille flow profile, and our analysis will mostly require
the knowledge of the velocity slip, i.e. the value of the veloc-
ity near the interface. Thus in what follows, we choose the bin
N = 20 and plot the corresponding velocity value as a function
of the parameter under investigation.

We investigate the effect of varying dgv , and plot
streaming velocity and temperature profiles in Figs. 5(a)
and 5(b), respectively (square symbols). Again, reference
parameters are σwV P = 0.3166 nm, εwV P = 0.6502 kJ/mol,
kV P = 0.431 Nm−1, and NV P = 36 particles per virtual
plane, with F = 2.56 × 1013 ms−2 and exploring the range
−0.32 Å ≤ dgv ≤ 1.27 Å. Gradually increasing dgv from
−0.32 Å to 1.27 Å monotonically decreases the velocity slip
at the boundaries. For dgv = −0.32 Å the equilibrium posi-
tion of the thermostatting plane particles is behind graphene,
reducing its momentum exchange with water. Thus, for that
position, the temperature is the highest, T ∼ 380 K, and the
slip velocity attains its maximum vx ∼ 500 ms−1. Shifting
the VP plane inside the fluid, fixing dgv = 1.27 Å, attaches
corrugation to the rigid structure, increasing opportunities
for water to exchange momentum with the thermostat, as
seen with the lowest T ∼ 310 K and vx ∼ 200 ms−1. The
decreasing trend of the temperature is not linear, flattening
towards T ≈ 300 K, the thermostat temperature.

We also plot in Figs. 5(a) and 5(b) results obtained when
the VP oscillation is not constrained to only occur in the y-
direction, but is allowed to in the x, y, z directions (VP-3D
scheme). Data show similar trends, with the VP scheme yield-
ing temperatures lower than the VP-3D scheme.

Fig. 5(c) depicts density profiles as a function of dgv for
the VP case. Note that the density profiles for the VP-3D
case are not shown since they are similar to the VP case.
When dgv = −0.32 Å (red profile), the first peak acquires the
highest amplitude. The prevailing influence of the rigid, hy-
drophobic wall structures the water molecules close to the in-
terface. Shifting the VP plane inside the fluid adds roughness
which induces disorder in the first adsorbed liquid layer, low-
ering the amplitude of the first peak. The bulk density appears
unaffected overall.

In order to investigate the effect of changing the number
of the VP particles we consider a rectangular, dense grid of
NV P = 72 particles per plane (within the VP scheme), plot-
ting velocity results in Fig. 6, which also depicts results for
the case NV P = 72, but employing the VP-3D scheme. As a
reference we set σwV P = 0.3166 nm, εwV P = 0.6502 kJ/mol,
kV P = 0.431 Nm−1, dgv = 0.63 Å, and again the field is in
the range F = (1.28 − 6.42) × 1013 ms−2. Note that in the
same picture, for comparison purposes, we show results for
the VP scheme using NV P = 36 (same as Fig. 2) and the
VP-3D scheme with NV P = 36. VP and VP-3D slip veloci-
ties are quite similar for NV P = 36. Similarly, for NV P = 72
the two implementations VP and VP-3D yield comparable re-
sults. Note that the NV P = 36 slip velocities (for both VP
and VP-3D) are larger than the (VP and VP-3D) NV P = 72
slip velocities, coherently with the larger hydrophilicity of the
NV P = 72 plane.
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FIG. 5. (a) Slip velocity evaluated at the bin N = 20 (which is close to the
interface). (b) Temperatures of water evaluated at the central bin (N = 50) of
the temperature profile for −0.32 Å ≤ dgv ≤ 1.27 Å. VP case depicted with
squares, VP-3D with asterisks. (c) Density profile of water for VP. The case
dgv = −0.32 Å is depicted with the blue solid line, dgv = 0.63 Å with the
dashed red line and dgv = 1.27 Å with the blue dotted line.
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FIG. 6. Slip velocity evaluated at the bin N = 20 (which is close to
the interface) of the streaming velocity profile of water for the fields
F = (1.28–6.42) × 1013 ms−2. Squares depict results obtained with the VP
scheme (NV P = 36), asterisks with VP-3D (NV P = 36), circles with VP and
NV P = 72, triangles with VP-3D and NV P = 72.

The temperature results relative to Fig. 6 are plotted in
Fig. 7, with identical meaning of symbols and same reference
parameters. Fig. 7 also plots the TW temperatures illustrated
in Fig. 3(b). Using NV P = 72 (within the VP scheme) has
a striking effect on the fluid temperature, which is kept at
T ∼ 310 K, even at the highest field. The performance re-
sembles, to some extent, the temperature control achievable
by directly thermostatting the fluid. We emphasize the im-
portance of this characteristic, since the VP scheme may not
only substitute the direct application of the thermostat to the
fluid, but concomitantly may provide an approximate a pri-
ori control of the temperature state point. Note that within
the VP-3D scheme the case NV P = 72 yields T ∼ 340 K.
If we compare the temperatures in Fig. 7, we find that as
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FIG. 7. Temperature of water evaluated at the central bin (N = 50) of the
temperature profile for the field F = (1.28–6.42) × 1013 ms−2. Squares de-
pict results obtained with the VP scheme (NV P = 36), asterisks with VP-
3D (NV P = 36), circles with VP and NV P = 72, triangles with VP-3D and
NV P = 72, plus sign with the TW scheme.

field strength increases from F = 1.28 × 1013 ms−2 to F
= 5.14 × 1013 ms−2 the TW scheme yields higher temper-
atures than the other cases. However, this depends on the par-
ticular set of VP parameters used for the comparison. For
instance, observing F = 2.56 × 1013 ms−2, Fig. 7 shows
that the TW fluid temperature is T ∼ 345 K, higher than the
other VP temperatures T � 320 K. Even so, varying dgv en-
ables to attain almost the same temperature, as can be seen in
Fig. 5(b), where at the same field and with dgv = 0 one ob-
serves T ∼ 340 K. We will provide in the following discussion
other two specific sets of VP parameters such that at F = 2.56
× 1013 ms−2 the VP scheme is able to attain the TW tempera-
ture ∼345 K, evidencing the flexibility of our strategy. At the
highest F = 6.42 × 1013 ms−2 the VP and VP-3D schemes
with NV P = 36 attains similar or larger temperatures than the
TW scheme, but doubling NV P allows again TV P < TT W for
every field (and for both VP and VP-3D). Note that the VP-
3D temperatures (for NV P = 36 and NV P = 72) are always
higher than the corresponding VP temperatures. This is due
to the VP constrained motion in the y-direction, which as ex-
plained, reduces the thermal speed of water at the interface.
The TW and VP temperatures manifest a similar (in this case,
nonlinear) dependence on the force, as can be seen in Fig. 7,
except for NV P = 72 in which the fluid temperature ranges in
the small interval 300–330 K for every field.

Density profiles are depicted in Fig. 8 with NV P = 72
(VP-3D and VP) and TW displaying almost overlapping pro-
files and NV P = 36 (VP-3D and VP) having larger first peak
amplitudes. The highest amplitude is obtained with (VP)
NV P = 36. The NV P = 36 profiles are moderately shifted to-
wards the interface, due to the smaller number of VP repul-
sive LJ sites. The TW profile has a marginally larger width
with respect to the others, of the order of the dimension of
one bin, corroborating the fact that the induced water struc-
turing close to the solid is not significantly altered by the VP
scheme, compared with the TW scheme. Finally, note that the
liquid bulk densities appear similar for all the schemes. In the
following, we consider only the VP density profiles, and not
the VP-3D ones.
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FIG. 8. Density profile for (NV P = 36) VP scheme (blue solid line), TW
(red dashed line), (NV P = 72) VP (black dashed line), (NV P = 36) VP-3D
(green solid line), (NV P = 72) VP-3D (green dotted line).
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In Fig. 9(a), we investigate the effect of changing εwV P .
Fixing F = 2.56 × 1013 ms−2, and using the (previous) ref-
erence values σwV P = 0.3166 nm, kV P = 0.431 Nm−1, and
dgv = 0.63 Å, we explore the range εwV P = (0.52–0.78)
kJ/mol. A gradual reduction of the velocity slip is detectable,
as εwV P increases. This is expected since the stronger LJ
interactions more intensely pack water at the interfaces, in
agreement with literature results.41, 84, 85 Note that for every
εwV P we found v(V P−3D) < vV P , since the VP-3D scheme
adds more roughness with respect to the VP scheme, reduc-
ing the slip velocity at the interface. We report in Fig. 9(b) the
corresponding temperatures. As εwV P increases the temper-
ature decreases, since stronger interactions enhance the en-
ergy transport at the interface. Density profiles are reported
in Fig. 9(c) showing that changing εwV P does not lead to
significant differences between profiles.

In Fig. 10(a) we investigate the effect σwV P has on the
slip velocity and temperature. Again, F = 2.56 × 1013 ms−2,
and reference εwV P = 0.6502 kJ/mol, kV P = 0.431 Nm−1,
and dgv = 0.63 Å (as before), but varying σwV P = (0.253
− 0.443) nm. For σwV P � σSPC/E , larger values of σwV P

yield VP planes exposing larger surface area to water, enhanc-
ing interactions and momentum exchange, thereby reducing
the slip velocity. On the other hand, when the VP diame-
ters increase in the range σwV P > σSPC/E , the Lennard-Jones
landscape potential experienced by water will be more regu-
lar, resulting in a smoother interface, hence increasing the slip
velocity. The VP-3D scheme results depicted in the same pic-
ture shows roughly the same trend, but shifted towards larger
σwV P . The disorder induced in the fluid by the added degree
of freedom of the VP motion in the x, z directions add rough-
ness to the water-wall interactions, reducing the slip velocity.
For both the VP and VP-3D methods, see Fig. 10(b), increas-
ing σV P corresponds to an expansion of the VP on the bor-
der of the fluid control volume, increasing the thermostatting
efficiency, and lowering the fluid temperature. Note that in
Fig. 10(b) σwV P = 0.253 nm provides T = 343 K, almost
equal to the TW temperature T ∼ 345 K attained at the same
F = 2.56 × 1013 ms−2, see Fig. 7.

Fig. 10(c) shows the density profiles. For the smallest
value of σwV P = 0.253 nm the first peak next to the graphene
layer is the highest, and most shifted towards the wall. As
σwV P increases, the Lennard-Jones VP-water repulsion adds
its contribution to the already existent graphene-water repul-
sion, shifting the peak towards the center. Again, the effect is
small due to the smallness of the spring stiffness.

Finally, Fig. 11 reports the effect of changing the VP
spring constant. As before F = 2.56 × 1013 ms−2, with
εwV P = 0.6502 kJ/mol, dgv = 0.63 Å, σwV P = 0.3166 nm,
and k = (0.11–3.23) Nm−1. Note that k = 3.23 Nm−1 has
been used in our previous work.60 The velocities are plotted
in Fig. 11(a), showing two regimes for the slip velocity as a
function of the spring stiffness. In the range k = (0.1–1.5)
Nm−1, decreasing k increases the oscillation amplitudes
of the VP, enhancing momentum transfer between VP and
water molecules. The composite system graphene-VP plane
exposes a rougher surface to water, as k decreases in the
specified range, reducing the slip velocity at the interfaces.
At the smallest k values, the momentum transfer between
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FIG. 9. (a) Slip velocity evaluated at the bin N = 20 (which is close to
the interface) of the streaming velocity profile and (b) temperature of wa-
ter evaluated at the central bin (N = 50) of the temperature profile for εwV P

= (0.52–0.78) kJ/mol. Data points plotted with asterisks are obtained using
VP, squares with VP-3D. (c) Density profiles of water. The case εwV P = 0.52
kJ/mol is depicted with the blue solid line, the case εwV P = εSPC/E with the
blue dotted line and εwV P = 0.78 kJ/mol with the red dotted line.
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FIG. 10. (a) Slip velocity evaluated at the bin N = 20 (which is close to
the interface) of the streaming velocity profile and (b) temperature of water
evaluated at the central bin (N = 50) of the temperature profile for σwV P

= (0.253–0.443) nm. Data points plotted with asterisks are obtained using
VP, squares with VP-3D. (c) Density profiles of water. The case σwV P =
0.253 nm is depicted with blue dashed lines, σwV P = 0.348 nm with blue
solid lines, and σwV P = 0.443 nm with red solid lines.
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FIG. 11. (a) Slip velocity evaluated at the bin N = 20 (which is close to
the interface) of the streaming velocity profile and (b) temperature of wa-
ter evaluated at the central bin (N = 50) of the temperature profile of water
for k = 0.11 − 3.23 Nm−1. Data points represented with asterisks are ob-
tained using VP, squares with VP-3D. (c) Density profiles of water. The case
k = 0.11 Nm−1 is depicted with the blue solid line, the intermediate value
k = 1.83 Nm−1 with the red dashed line and k = 3.23 Nm−1 with the dashed
blue line.
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water molecules and virtual particles is reduced because the
average position of the virtual particles is shifted behind the
rigid wall (the virtual particles center of mass is not con-
served), making the (hydrophobic) interactions between the
carbon atoms and water molecules dominant. Hence, for the
VP-3D scheme the velocity slip at the interface is enhanced.
Arguably, for the VP scheme, the same effect should be
reproduced for even smaller k values (not employed in this
work). However, when the spring stiffness takes on larger
values (in the range k = (1.5–3) Nm−1) its influence on the
VP oscillation amplitudes75, 76 is reduced, which in turn will
depend mainly on the temperature of the VP. At that point,
larger k will only increase the frequency of the oscillations,
leading to improved momentum transfer which reduces the
slip velocity. Note that, in the framework of thermal walls, a
detailed analysis of the effect of the wall stiffness on the slip
at the boundary has been given by Asproulis and Drikakis,75

who demonstrated that the slip length dependence on the wall
stiffness can be represented by a fifth-order polynomial that
qualitatively resembles the trend in Fig. 11(a).

The temperatures for the full range k = (0.1–3) Nm−1

are reported in Fig. 11(b), where a minimum is observed at
k ∼ 0.5 Nm−1 and the temperatures gradually increase. As
the spring constant increases, the frequency of the oscilla-
tions increase, leading to an improved momentum transfer
between water molecules and the virtual particles. However,
this does not correspond to an improved energy absorption,
since the virtual particles are subjected to a greater acceler-
ation (as k increases), pumping more energy into the fluid
system. For k � 0.5 Nm−1 the virtual particles position is
on average shifted behind the graphene surface by the colli-
sions with water molecules. In this regime, the thermostat be-
comes less efficient because water molecules predominantly
interact with the rigid graphene surface, hence, the momen-
tum transfer between water molecules and virtual particles is
reduced. Note that as a reference parameter for the spring
constant we have always used kV P = 0.431 Nm−1, which
yields approximately the best thermostatting performance, as
can be seen in Fig. 11(b) where the fluid temperature mini-
mum is achieved around kV P = 0.5 Nm−1. Density profiles
for k = (0.11–3.23) Nm−1 are shown in Fig. 11(c), show-
ing that the fluid layering next to the interface is not signif-
icantly affected for the kV P range examined here. Note that
the VP-3D results depicted in Fig. 11(a) are shifted to the
right with respect to the VP ones, maintaining qualitatively
the same characteristic global shape, and the VP temperatures
are systematically smaller than the VP-3D case, as already ob-
served. Again, also varying the VP spring constant k allows to
achieve the same TW thermostatting performance, noting that
for kV P = 0.11 Nm−1 it is observed T = 345 K (Fig. 11(b)),
coincident with the TW temperature T ∼ 345 K attained at the
same F = 2.56 × 1013 ms−2, see Fig. 7.

We conclude the discussion on the effects of the VP pa-
rameters suggesting that a good initial choice of the VP pa-
rameters may be σwV P = 0.3166 nm, εwV P = 0.6502 kJ/mol
(same as the liquid LJ parameters), kV P = 0.431 Nm−1,
dgv = 0.63 Å (VP plane slightly shifted inside the fluid),
and NV P = 36 particles per virtual plane, in conjunction with
the VP scheme (and not the VP-3D scheme). This initial

description yields the temperature minimum (T 	 318 K) in
Fig. 11(b), attained with the VP scheme (the VP-3D scheme
yields T 	 325 K, hence it is less efficient in absorbing heat)
and, as will be detailed in Sec. IV, provides reasonable values
for the thermal boundary resistance. Note that the fluid out-
put temperature may vary for different sizes, materials, and
geometries of the confining systems, given the external force
strengths employed in this work. Moreover, we point out that
if the focus is on an accurate reproduction of the thermal
boundary resistance or a reproduction of the slip properties
of a particular solid/liquid interface, a more careful tuning of
the VP parameters may be required. Nonetheless, the flexi-
bility of this scheme should allow for a good thermostatting
performance simultaneously allowing for a good reproduction
of other solid/liquid interface properties, particularly if the
external field is not strong.

Fig. 12 illustrates the time history of the total center of
mass kinetic energy for the case examined at the beginning of
this section, see Fig. 2. For the field range F = (1.28–6.42)
× 1013 ms−2 we report the kinetic energy comparing the TW
and VP methods (NV P = 36). It can be seen that the am-
plitude of the oscillations around the respective average ki-
netic energy is similar for both, and the initial kinetic energy
transient lasts approximately the same time interval.

IV. THERMAL RESISTANCE

In Sec. III we showed that the VP scheme reproduces
the temperature discontinuity at the solid-liquid interface,82, 83

since a heat flux crosses a boundary between two different
materials. At TV P = 298 K, the fluid attains different temper-
atures, depending on the external field and the VP parameters.
To further validate the VP method, we compute the Kapitza
resistance66, 67 at the solid-liquid interface, with the solid part
considered to be the combined system of rigid wall-VP. Note
that our aim is not to evaluate exactly the Kapitza resistance
at the water-graphene interface, but to show that heat fluxes
and thermal boundary resistances involved in our scheme
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FIG. 12. Kinetic energy time history of water for F = (1.28–6.42) × 1013

ms−2. The TW case is colored in blue and VP in red (NV P = 36).
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are within the range of known experimental and MD results.
An accurate characterization of the Kapitza resistance at the
solid-liquid interface would require a different protocol.86, 87

Given the heat flux Jq, that is, the amount of heat passing
through the surface per unit time, and the temperature drop
�T = Tf − Tw across the interface, the boundary thermal
resistance is quantified by

R = �T

Jq

. (15)

Hence, an estimate of the heat flux and temperature profile is
necessary to evaluate R. To compute the heat flux vector nor-
mal to the interface, we use the direct integration of the energy
continuity equation, i.e., the IEC method.88–90 The hydro-
dynamical balance equation for the specific internal energy
is

ρ
dU (r, t)

dt
= −∇ · Jq(r, t) − PT(r, t) : ∇v(r, t), (16)

where the quantity of interest is the heat flux vector Jq(r, t).
The quantities ρ, U (r, t), PT(r, t), and v(r, t) represent the
mass density, the internal energy per unit mass of the fluid,
the transpose of the pressure tensor, and the streaming veloc-
ity of the fluid, respectively. In the steady-state, i.e., dU (r, t)/
dt = 0, our Poiseuille flow geometry, with constant external
gravity-like field applied in the x-direction and fluid confined
between two planar surfaces parallel to the x − z plane, leads
to

dJqy(y)

dy
= −Pxy(y)γ̇ (y) (17)

with the strain rate given as

γ̇ (y) = ∂vx(y)

∂y
(18)

and the shear stress −Pxy(y). Integrating along the y-direction
(the so-called IEC method88, 89) gives the heat flux,

Jqy(y) = −
∫ y

0
Pxy(y ′)γ̇ (y ′)dy ′. (19)

The stress profile Pxy(y) can be evaluated with the IMC
technique,90 i.e., integrating the momentum continuity
equation

Pxy(y) = Fe

∫ y

0
n(y ′)dy ′, (20)

where Fe is the external force applied to hydrogen and oxygen
atoms and n(y ′) is the number density (NEMD) profile across
the channel. A different route could have been followed to
evaluate the heat flux,91 averaging Eq. (3) in the steady state,
and computing the rate of heat flux Jq = 〈�E(t)〉

�tA
where �t is

the time step, and A is the x − z direction wall surface area.
However, in our specific case, we have found that the quantity
〈�E〉 exhibits poor statistical convergence.

The IMC and IEC methods have been applied to the
VP case with F = 2.57 × 1013 ms−2, σwV P = 0.3166 nm,
εwV P = 0.6502 kJ/mol, kV P = 0.431 Nm−1, dgv = 0.63 Å,
and NV P = 36, shown in Fig. 2. The measurements have been
taken in the steady state. The strain rate γ̇ (y), shear stress
Pxy(y) and heat flux Jqy(y) are plotted in Figs. 13(a)–13(c),
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FIG. 13. (a) Strain rate of water across the channel, symmetrized with re-
spect to the center of the channel, (b) shear stress with the detail near the
boundary plotted in the inset, (c) heat flux for F = 2.57 × 1013 ms−2. The
VP (NV P = 36) case is colored in red (dashed red line in part (b)) and TW
in black solid line.
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respectively. In the same plots, we compare results with the
TW scheme for the same external field. As expected,89, 90 the
shear stress is linear across the channel except close to the
walls, and the heat flux has a cubic shape. It is important to
note that the shear stress for the VP case and the TW case
are approximately equal (apart from details at the boundary
shown in the inset of Fig. 13(b)), demonstrating that the VP
scheme does not exert unrealistic forces on the fluid. How-
ever, noting that Pxy = −ηγ̇ where η is the shear viscosity,
it seems a contradictory finding that Pxy is almost equal for
the TW and VP case (Fig. 13(b)), whereas the strain rate is
different (Fig. 13(a)). This can be explained by the depen-
dence on the temperature of the shear viscosity, noting that
the temperature of the fluid is T ∼ 318 K for the VP case, and
T ∼ 350 K for TW, as can be seen in Fig. 7. The consistency of
the result can be verified considering that the viscosity for TW
takes a lower value than VP (owing to the TW higher temper-
ature) and the strain rate is larger than VP, see Fig. 13(a). The
temperature discontinuity at the interface is �T = 17 K (from
Twall = 298 K and Tfluid from Fig. 3(a)). Equation (15) gives R
= 4.2 × 10−8 m2KW−1, which is approximately in the range
of experimental92, 93 and MD86, 94 values for the solid-liquid
Kapitza resistances R ∼ (2 × 10−8 − 2 × 10−9) m2KW−1.

To qualitatively check the consistency of the method, we
further study the effect of varying dgv on R, in the range −0.32
Å ≤ dgv ≤ 1.27 Å, see Fig. 5. Results are ordered in Table I.
We observe the decrease of R when the VP plane is shifted
inside the channel, an expected result considering that the
thermostat absorbs heat more efficiently if it is positioned in
contact with water.

If instead of the LJ potential we use the Weeks-Chandler-
Andersen (WCA) potential95 for the water-VP interactions
(but keep the attractive part of the rigid graphene), we find
(not shown here) that for F ≤ 5.14 × 1013 ms−2, even
with this completely repulsive potential the fluid system does
not heat up excessively and temperature discontinuities at
the interface are still detectable. They are higher but of the
same order of the LJ case, plotted in Fig. 3(a). This agrees
qualitatively with the theoretical discussion of Xue et al.87

which (in the context of LJ fluids and for nonwetting solids)
stated that even when there is no liquid-solid attraction the
elastic collisions contribute to the energy transfer between
liquid and solid preserving the finiteness of the Kapitza
resistance.

TABLE I. Temperature jump, strain rate, shear stress, heat flux, and thermal
boundary resistances as a function of dgv . The point y0 at which the properties
are evaluated is close to the interface. Reference parameters and external field
are indicated in the text.

dgv �T γ (y0) Pxy(y0) Jqy(y0) R

(10−9 m) (K) (1011 s−1) (107 Pa) (109 Wm−2) ( 10−8 m2KW−1)

0.127 14 0.41 3.04 0.4 3.5
0.095 15 0.4 3.04 0.39 3.9
0.063 19 0.42 3.04 0.41 4.6
0.032 23 0.45 3.04 0.43 5.3
0 35 0.53 3.04 0.51 6.8
−0.032 86 0.85 3.03 0.82 10.4

V. CONCLUSION

Contrary to existing thermostatting strategies for
confined fluids, we have developed a simple scheme which
enables the use of a frozen solid surface, without directly cou-
pling the fluid with a thermostat. The scheme works by dis-
tributing a rectangular grid of virtual particles (oscillating on a
plane close to the rigid wall) which function as heat absorbers
for the unthermostatted water molecules. The spring constant
of the virtual particles is lower than values required to con-
serve the solid state phase of the wall, and proper spring stiff-
nesses can be chosen without being constrained by the Linde-
mann criterion for melting. In consequence, the VP particle
amplitude and frequency oscillations are higher and lower,
respectively, than typical thermal wall implementations.

It has been demonstrated that our scheme does not sig-
nificantly alter the mechanical properties of water confined
between graphene surfaces, providing uniform temperature
profiles and parabolic velocity profiles, as expected under
Poiseuille flow. Moreover, the flexibility conferred by the sev-
eral parameters at our disposal can be exploited to achieve
fluid temperatures comparable to those attained with thermal
walls, simultaneously preserving important characteristics of
the slip velocity behaviour at the solid-liquid interface. Ad-
ditionally, we reported three sets of VP parameters such that
the temperature attained is almost equal to the temperature
obtained with the thermal wall approach.

By computing the solid-liquid Kapitza resistance, we
showed that the VP strategy realistically removes heat from
the fluid, resembling an actual experiment. This may be an
advantage if rigid walls are to be used, since directly ther-
mostatting the fluid is an unphysical procedure. Note that in
our scheme, as in NEMD runs with thermal walls, the fluid
temperature is an outcome of the simulations, and may not be
known a priori. However, we addressed this point by showing
that it is possible to achieve better control of the final temper-
ature by increasing the number of the VP particles. We further
emphasize that fluid molecule permeation through the wall is
suppressed by the rigidity of the real wall and that the low os-
cillation frequencies of the virtual particles allow simulations
with larger MD time step.

The VP method requires preliminary runs for the optimal
choices of the several parameters used. However, in this
work we have provided some reliable estimates of these
parameters, validated for liquid water confined between
two (solid) graphene surfaces. Moreover, we elucidated the
necessary conditions on which the VP parameters must rely.

Our scheme has been applied to two planar, neutral sur-
faces, however the method can be adapted to different geome-
tries, like cylindrical carbon nanotubes and charged surfaces
such as silica walls. An advantage of the VP scheme over
standard techniques emerges when complex charged surfaces,
as the (111) Miller plane of β-cristobalite, confine polar flu-
ids like water. If the charged surface is thermalized then it
may be difficult to find spring constant values such that struc-
tural stability is preserved simultaneously maintaining a good
thermostatting performance. In our scheme, the charged walls
can be kept rigid without directly applying a thermostat to the
fluid.
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Finally, we underline that the computational cost of our
strategy is substantially reduced with respect to the thermal
wall approach, since walls are rigid. Moreover, the method is
O(NV P ), and NV P is not related to the number of atoms com-
posing the real wall, which can be made considerably larger
since they do not need to be thermalized.
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